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Abstract 
 

The application of Internet of Things (IoT) in the next generation cellular networks imposes 
a new characteristic on the data traffic, where a massive number of small packets need to be 
transmitted. In addition, some emerging IoT-based emergency services require a real-time 
data delivery within a few milliseconds, referring to as ultra-low latency transmission. 
However, current techniques cannot provide such a low latency in combination with a 
mice-flow traffic. In this paper, we propose a dynamic resource reservation schema based on 
an air-interface slicing scheme in the context of a massive number of sensors with emergency 
flows. The proposed schema can achieve an air-interface latency of a few milliseconds by 
means of allowing emergency flows to be transported through a dedicated radio connection 
with guaranteed network resources. In order to schedule the delay-sensitive flows immediately, 
dynamic resource updating, silence-probability based collision avoidance, and window-based 
re-transmission are introduced to combine with the frame-slotted Aloha protocol. To evaluate 
performance of the proposed schema, a probabilistic model is provided to derive the analytical 
results, which are compared with the numerical results from Monte-Carlo simulations. 
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1. Introduction 

Achieving full automation to enhance the sensory and processing capabilities of human 
beings has been regarded as one of the ultimate goals of the tactile Internet. The goal of 
Ultra-Low Latency (ULL) embraces all the upcoming applications such as unmanned or 
remote control, augmented reality, intelligent transportation systems, smart grid and the 
Internet of Things (IoT). There are three major characteristics that distinguish it from 
conventional services such as multimedia distribution and file delivery. 

First, remote control, data collection and environmental sensing play a considerable role in 
the ULL transmission. These applications generate “mice” flows with few coded bytes in each 
small packet [1]. As the number of IoT sensors involved in these applications is tremendous, 
the amount of such small packets can be extremely large. To support such massive number of 
intermittent small-packet transmissions, the complexity of radio resource allocation, 
scheduling and routing information exchanging becomes challenging. 

Second, these applications are vulnerable to the end-to-end latency. The state-of-the-art 
Fourth Generation (4G) mobile networks cannot support ULL transmissions, because heavy 
signaling overheads have already been imposed on both wired and wireless links. Providing 
ultra-low-latency services in a few milliseconds consequently turns out to be one of the most 
crucial requirements in the Fifth Generation (5G) systems. To achieve this requirement, the 
latency of the existing mobile networks needs to be reduced 100- to 1000-folds. Obviously, 
new designs and fundamental inspirations are required. 

Third, the traffic pattern of emergency IoT flows is disruptive where most of terminals are 
in idle states. As we know, the signaling overhead of terminals in the process of Radio 
Resource Control (RRC) re-establishment in the 4G system is already a burden.  When a 
massive number of IoT sensors switch frequently between an idle mode and a connected mode, 
the network may be overwhelmed by a huge number of control signals.  

The dynamic air-interface slicing is proposed to guarantee various latency levels in order to 
meet new challenges of ULL applications and massive IoT connections. This approach is 
optimized for the virtualized resource sharing in the air interface and is perfectly applicable in 
mobile networks due to limited bandwidth resource [2]. In this paper, we propose a dynamic 
resource reservation method to mitigate the problem of large signaling overhead for disruptive 
emergency flows. ULL flows can temporarily borrow the data plane resource from other slices, 
e.g., a mobile-UE slice. The conventional resource reservation always statically allocates 
resources for data transmission, whereas the dynamic resource reservation works in a different 
way. First, it is a persistent method, rather than an overlaying on “unused” resource blocks 
(RBs). Second, the reserved resource is virtual and dynamic. It is dynamically mapped onto 
the physical RBs but temporarily scheduled out from other air-interface slices. The effective 
bandwidth is computed in advance by a negotiation. Third, it is content centric. Because IoT is 
a network filled with content-labeled flows, which are identified with names, each flow is 
treated differently. Finally, our proposed reservation is compatible with LTE frame structure 
by extending the amount of sub-frames in each frame.  

The main contribution of this paper is dedicated to reduce the control signaling latency by 
resource provisioning when an emergency IoT terminal switches from an idle to a connected 
mode. The main problems will be how to reserve the RBs and how to 'borrow' the resources 
from non-ULL slices, in the case that the collision of flows from a content grouping happens. 
A dynamic retry-window based frame-slotted Aloha protocol and a silence-probability based 
collision avoidance algorithm are designed for the request transmission of ultra-low latency 
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flows. The data transmission behind the request is then scheduled by 'borrowing' resource 
blocks on other non-ULL slices. 

The organization of this paper is defined as follows. Section 2 summarizes the related work 
on advanced resource reservation and ultra-low latency radio resource allocation for the 
Device-to-Device (D2D) communications. In the section 3, we present the proposed signaling 
approach based on dynamic resource reservation for RRC re-establishment, as well as a 
probability model to analyze the achieved performance. The comprehensive performance 
evaluations are illustrated in Section 4. Finally, we conclude this paper in Section 5. 

2. Related Work 
The resource reservation schemas have been extensively investigated in the area of 

Quality-of-Experience (QoE) guarantee in wireless and wired networks [3]-[6]. The advanced 
reservation ranges from immediate to future reservation. Immediate reservation can be viewed 
as starting at “now” and future reservation is the advance reservation of resources for some 
time point in the future. Mingju and Adachi propose immediate resource reservation schemes 
for mobile users to achieve fast handover failure recovery and an efficient resource utilization 
in air-interface [3][4]. Shehada and Liu present some future reservation approaches to the 
Quality-of-Service (QoS) guaranteed video transmission in wireless network [5][6]. Reserved 
Resources (RR) in the different systems may be link bandwidth, frame, resource block or 
buffer space. Except for the radio resource reservation, link bandwidth reservation is proposed 
in the 3rd Generation Partnership Project (3GPP) Evolved Packet Core (EPC) network [7][8]. 
This is to pre-allocate the bearer information from application side of network, and reduce the 
signaling each time when the device wants to communicate. In addition to resource reservation, 
the QoS/QoE guarantee in wireless and wired networks can also be realized with 
software-defined networking type of agile network control. An optimization framework is 
proposed for the OpenFlow controller in order to provide QoS support for scalable video 
streaming over an OpenFlow network [9][10]. The authors proposed several multi-path 
provisioning algorithms for cloud-assisted scalable video coding streaming in heterogeneous 
networks [11]. Authors in [12] solved the problem of the multi-source multi-destination 
scalable coding video multicast in the OpenFlow controlled network. The authors design 
several algorithms to allocate bandwidth intelligently and ensure high-quality video 
streaming. 

In recent D2D applications, a resource reservation schema with channel quality detection is 
recommended [9]. This schema is in a frequency-time grid in terms of RBs in LTE system, as 
opposed to classical reservation Aloha where time slots are reserved over the whole bandwidth. 
Regarding resource allocation in D2D communications based on LTE, 3GPP has already 
started the standardization for D2D communication in Release 12, towards the public safety 
usage. Till now, most of related works focus on the under-laying D2D communications in 
order to maximize the spectrum utilization of cellular networks. Besides, data collision in the 
distributed random access has a critical impact on the ULL services. In [13], a random access 
protocol for collision avoidance was proposed by introducing the extra response step after 
random access. Unfortunately, there is no any feedback link in the data plane considered in the 
LTE D2D communication. 

Recently, a collision-aware resource reservation is proposed for the D2D communications 
[14]. The basic idea is to utilize the unused resource in data region for possible distributed 
coordination to avoid the collisions. The scheduling assignment region in a frame is used to 
reserve the data resource for the next scheduling frame. Although the scheduling assignment 
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region is intermittent with the unused resource and can mitigate collision, it cannot guarantee 
an ultra-low latency in a few milliseconds. In [15], a collision resolution algorithm based on 
splitting trees is proposed on the LTE Physical Random Access Channel (PRACH) to solve 
the problem of synchronous traffic arriving. However, PRACH resource appears once in each 
five milliseconds but multiple interactions are required to resolute collisions with thousands of 
devices activated simultaneously. In [16], an analysis and evaluation of dynamic frame-slotted 
Aloha is provided for the energy harvesting D2D communications. However, the variable 
frame length design is not compatible with the LTE system. In [17], an initial analysis on ULL 
radio access problem for remote control was provided. By reducing Transmission Time 
Interval (TTI) from 1ms to 100us without retransmission in the air interface, it realized a 
latency of one millisecond. 

3. THE PROPOSED SCHEME 

3.1 The proposed scheme 
Resource reservation: To mitigate the signaling overhead when a terminal switches from an 
idle to a connected mode, persistent resource reservation is adopted in our design. Based on 
the analysis of traffic characteristics of IoT and D2D services, we noticed that the packets are 
small and all of flows are mice. In addition, IoT applications often can be taken as a content 
centric “database”. Therefore, we considered a content grouping based persistent resource 
reservation for ultra-low latency IoT flows. Considering the compatibility, the proposed 
approach can be applicable to LTE eNodeB architecture and Software Defined Network (SDN) 
based architecture for 5G. In the negotiation procedure, the ultra-low latency application 
registers on an eNodeB or an SDN controller. The negotiation message includes the content 
name and a set of traffic parameters to identify the flow. According to the theory of Network 
Calculus and a queue theory with the traffic characteristics analysis, a flow can be described 
by the traffic specification T-SPEC (p, k, r, b). It is realized with a leaky bucket traffic shaper. 
The p, k, r, b represent the peak rate, the maximum packet size, the sustainable rate, and the 
maximum burst size for a flow, respectively. The definition in [18] tells us that the effective 
bandwidth relies on both the transmit rates and delay requirements. This is known in advance 
from the registered ultra-low latency flows by the controller or eNodeB. The effective 
bandwidth is expressed as: 

𝑒𝑒𝐷𝐷 = 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑘𝑘
𝐷𝐷

, 𝑟𝑟, 𝑝𝑝 �1 − 𝐷𝐷−𝑘𝑘 𝑝𝑝⁄
(𝑏𝑏−𝑘𝑘) 𝑝𝑝−𝑟𝑟+𝐷𝐷⁄ ��                                  (1)  

Intuitively, the effective bandwidth sometimes depends on the transmission rate r, sometimes 
depends on k over D. 
 
Air-interface resource slicing: The bandwidth of air-interface in 5G can be classified into two 
slices: ultra-low latency IoT slice and mobile-UE slice. The IoT slice has been defined, which 
is composed of virtual resource blocks. The RRs in the Fig. 1 are the reserved resources for the 
ULL IoT flows which are scattered on the air-interface slices. This resource indicated in 
ultra-low latency IoT slice is sent to UEs in a broadcast sub-frame, which is conFig.d as the 
first sub-frame in each retry window. This resource indication includes the slot serial number 
and the RB index. Each terminal will resolute the received bitmap information. Once a 
terminal has the registered ultra-low latency data to send, it will be transmitted on the reserved 
RBs and does not need to apply with acknowledgement.  
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Fig. 1. The Bit-map design for the reserved RBs in the ultra-low latency IoT slice 

 
Fig. 1 illustrates how to reserve RBs for ultra-low latency user access. The bit-map illustrated 
in Fig. 1 actually can be changed dynamically in each retry window, based on the collision 
detection and population prediction of terminals. The LTE network divides a frame into 10 
sub-frames with 1ms duration. However, Wi-Fi network divides a frame into many 
transmission opportunities. The frame structure allows us to estimate the population of 
contention users in accordance with the Wi-Fi scenario. In [19], an optimal contention window 
estimation method is proposed for Wi-Fi networks. To estimate the population of contention 
stations, a novel scheme is proposed based on the assumption that the arriving of terminals 
follows a Poisson distribution.  
The optimal window size is defined as 

𝑅𝑅𝑅𝑅𝑅𝑅𝑜𝑜𝑜𝑜𝑜𝑜 = �𝑁𝑁𝑐𝑐 + 𝑁𝑁𝑞𝑞� ∗ �𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 2⁄                                            (2) 

where, 𝑁𝑁𝑐𝑐  is the number of collisions in the current retry-window, recorded at the eNodeB.  
𝑁𝑁𝑐𝑐  is calculated as: 

𝑁𝑁𝑐𝑐 = 𝜀𝜀 ∗ 𝐿𝐿                                                             (3) 

and 

𝜀𝜀 = 𝜆𝜆�𝑒𝑒𝜆𝜆−1�
𝑒𝑒𝜆𝜆−1−𝜆𝜆

                                                           (4) 



3314                                                   Sun et al.: Dynamic Resource Reservation for Ultra-low Latency IoT Air-Interface Slices  

where, 𝜀𝜀 is the expected number of contention stations, 𝐿𝐿 is the retry window size, and 𝜆𝜆  is 
the mean of Poisson distribution related to the specific scenario. 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the average duration 
of packet collisions in term of TTI in our case. The number of success terminals in each 
transmission is 𝑁𝑁𝑠𝑠: 

𝑁𝑁𝑠𝑠 = ∑ 𝑁𝑁𝑠𝑠(𝑖𝑖)𝐿𝐿
𝑖𝑖=1                                                              (5) 

where, 𝑁𝑁𝑠𝑠(𝑖𝑖)  is the number of success terminals in the ith slot, 𝑁𝑁𝑠𝑠 is the sum of 𝑁𝑁𝑠𝑠(𝑖𝑖)  in 𝐿𝐿 
slots, and 𝑁𝑁𝑐𝑐  is an estimation with equations above. We assume that 𝑁𝑁𝑞𝑞 is the number of 
silent terminals in the last retry window. Therefore 

𝑁𝑁𝑞𝑞 = (𝑁𝑁𝑐𝑐 + 𝑁𝑁𝑠𝑠) ∗ 𝑃𝑃𝑞𝑞 �1 − 𝑃𝑃𝑞𝑞�⁄                                               (6) 

In our case, the aggregated flow for a content group shares a common bit-map based RR in 
ultra-low latency IoT slice, as shown in the Fig. 1. It is defined with a bitmap in a frame 
divided in multiple retry windows. Fig. 2 illustrates a whole procedure of the proposed 
protocol. The flows occupy the RRs based on a frame-slotted Aloha in RR region. However, a 
collision may happen in this RR region. If a collision does not happen as shown in the Fig. 2, 
Flow 1 and Flow 2 will be scheduled in normal data region with resource allocation in the 
PDCCH. This dynamic resource blocks on two independent slices are illustrated in the Fig. 2. 
It explains the specific behavior in signaling procedures.  
 

 
Fig. 2. The sliced resource view on the air-interface 

 
The whole procedure for our proposed approach can be summarized in four steps. First, a 

user negotiates with the base station or controller whether it can utilize the reserved resource to 
send its flow. In the Fig. 2, it is assumed that initially there are two RBs reserved for each 
window on the ultra-low latency slice. Second, the registered ultra-low latency flows can 
access the reserved RBs directly once it has data to transmit. However, if a collision happens 
on any reserved RBs, they will retry in the next window. We assume a collision happened 
between Flow 1 and Flow 2 in the Fig. 2. In such case there is a retry in the next window. Third, 
once a base station receives a request from a reserved RB, the RBs on the ULL slice will 
immediately be extended by borrowing the resources from Non-ULL slice.  
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This is shown in the case of F1 and F2 in the Fig. 2. Finally, the number of reserved RBs in 

each window is updated dynamically based on collision detection in the previous window. 
These RBs are always reserved for the incoming ULL flows only. For example, in the Fig. 2, 
the number of reserved RBs is assumed as 2, 2, 4 and 2 for each window respectively.  

 
Data contention: Fig. 3 illustrates the proposed collision resolution algorithm based on the 
Frame-slotted Aloha. Fig. 3 illustrates the collision avoidance in the user access procedure for 
mobile user when it changes from the idle mode to the connected mode with ULL flows. 
Therefore, the packet in Fig. 3 is the first packet in such flow. If no collision happens, the first 
packet will be detected by eNodeB. Then the eNodeB will borrow the RBs from non-ULLL 
slice to notify the resource indication to this user in PDCCH. The user will transmit all of 
remaining packets in its buffer once it gets Acknowledge of the first packet from eNodeB. 
How many Non-ULL slices should be borrowed depends on the effective bandwidth 
estimation eB, as shown in the equation (1).  

We assume that one frame is divided into M retry windows and collisions only happen 
inside of a content group. When an idle terminal has emergency data to transmit, it chooses 
one of the M sub-frames randomly. This random decision is based on the indication in the 
Master Information Block (MIB). The MIB embraces the reserved RB indication and the value 
of silence probability Pq. In order to mitigate collisions in the RR region in a frame, silence 
probability is inserted into the MIB message, which appears in every scheduling frame period. 
This silence probability is conFig.d by the SDN controller based on the traffic load analysis. If 
a random value generated by this terminal is larger than the predetermined threshold, it keeps 
“silent” and retries this packet in the next window. Otherwise, it transmits it in one of the M 
sub-frames. Once more than one packet is transmitted in a common RR region, a collision 
happens. These terminals will re-transmit it again in the next retry window within the same 
frame. When the number of retries reaches a maximum value, this packet will be discarded. 

 
Extension to Multiple groups: The approach can be extended to multiple groups in two ways: 
the dedicated and shared resource reservation. Regarding the dedicated, each group occupies 
an independent RR in term of RBs. In the shared manner, multiple content groups will share a 
common reserved RB in a random manner. In this case, a collision may happen for the 
first-packets of many flows from different content groups, but the resource utilization may be 
improved when the terminals are rare. Moreover, the extension to multiple groups will create 
more non-ULL slice resource borrowing. The solution needs an agile scheduling scheme to 
enable ULL flows borrow and compete for the limited Non-ULL slices, which is addressed in 
another paper[20]. If the shared manner is used to solve the above problem, the amount of 
shared resources allocated depends on the effective bandwidth estimation eB of the grouped 
flows.  
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Fig. 3. The proposed collision avoidance algorithm  
 

3.2 Analytic Model 
Definition 1: The success probability  

This occurs if a terminal chooses one of M sub-frames to transmit, and the others with 
data to transmit choose the remaining (M-1) sub-frames. In this scenario, the terminal can 
successfully transmit. However, the number of terminals is reduced as N*(1-Pq), once the 
silence frame is executed. Therefore, the success probability for each terminal 𝑃𝑃𝑠𝑠 and the 
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failure probability 𝑃𝑃𝑓𝑓 are computed as  

𝑃𝑃𝑠𝑠 = �1 − 𝑃𝑃𝑞𝑞� ∗ �1 − 1
𝑀𝑀
�
𝑁𝑁∗�1−𝑃𝑃𝑞𝑞�−1

                                            (7) 

𝑃𝑃𝑓𝑓 = 1 − 𝑃𝑃𝑠𝑠                                                                    (8) 

Definition 2: The drop rate 
Once the number of re-transmission times reach the maximum limit for one packet, this packet 
will be dropped. This happens because collision or silence happens for R times. Therefore the 
drop rate 𝑃𝑃𝑑𝑑 is given as follow [21]. 

𝑃𝑃𝑑𝑑 = 𝑃𝑃𝑓𝑓𝑅𝑅                                                                        (9) 

Definition 3: The delay expectation   
The delay expectation is defined as the average waiting time in buffer for a packet. The 
analytic model is illustrated in the Fig. 4. For a terminal, there are R opportunities to succeed 
the transmission in the 1st to the Rth packets. The probability of success to transmit the packet 
in the ith packet is 𝑃𝑃𝑠𝑠(𝑖𝑖) . It is assumed that the failure of transmission happens for i-1 times 
before a packet is dropped. The 𝑃𝑃𝑠𝑠(𝑖𝑖) can be calculated as 

𝑃𝑃𝑠𝑠(𝑖𝑖) = 𝑃𝑃𝑓𝑓𝑖𝑖−1 ∗ 𝑃𝑃𝑠𝑠                                                               (10) 

We assume that T is the duration for each window. Because it takes the total time i*T to 
succeed in transmission at the ith packet, the delay expectation for one packet Ed is: 

𝐸𝐸𝑑𝑑 =  ∑ 𝑃𝑃𝑠𝑠(𝑖𝑖) ∗ �(𝑖𝑖 − 1) ∗ 𝑇𝑇 + 𝑇𝑇/2� + 𝑃𝑃𝑑𝑑 ∗ (𝑅𝑅 ∗ 𝑇𝑇)𝑅𝑅
𝑖𝑖=1                    (11) 

 
Fig. 4. The analytic model 
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4. Experimental Results and Analysis 

4.1 The testing scenario 
Fig. 5 illustrates an instance of simulation scenarios to evaluate the proposed schemes. In our 
simulation, one eNodeB is deployed with many groups of sensors and mobile terminals. The 
sensors in Group 2 and Group 3 generate ultra-low latency flows in a random manner, which 
occupied the reserved resource slices. The mobile terminals in Group 1 have mobile 
application flows, which occupied the mobile UE-slice. The number of content groups is G. 
We assume the total number of terminals in the scenarios is S. The total number of reserved 
resources in RBs is N. The reserved resource in RBs can be taken as one or more resource 
slices. In order to mitigate the collision, the silence probability is introduced as Pq. To evaluate 
the performance on latency and reliability of the proposed scheme, simulation scenarios are 
defined with a set of parameters {G, S, N, Pq, M, R}. We assume the value of TTI for one 
sub-frame is reduced to 100us, and the number of TTIs in a frame is 100. The length of retry 
window is L TTIs. The maximum number of retries is R. The maximum number of retries R 
can also be configurable due to the ultra-low latency limitation. Two performance metrics are 
utilized: the average delay Ed and the drop packet rate Pd. 

 
Fig. 5. Simulation scenario 

4.2 Retransmission window 
To meet the ultra-low latency in a few milliseconds, we analyze the impact of silence 
probability with the analytic model. We compare two pairs of configurations on the Ed and Pd, 
e.g. (M, R) is (100, 1), as shown in the Fig. 6 and Fig. 7, and (20, 5), as shown in the Fig. 8 and 
Fig. 9. In the Fig. 6, the number of terminals with emergency flow increases from 1 to 200 in 
one cell. We change the value of the silence probability Pq in terms of {0.1, 0.3, 0.5, 0.7 and 
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1.0}. The result on the average delay is shown in the Fig. 6 with M=100 and R=1. The results 
show an average delay Ed increases in Pd for one content group. With the increase of Pq, the 
drop packet rate Pd also grows. 

 
 Fig. 6. The average delay Ed  with  R=1 and M=100 

 
Fig. 7. The drop packet rate Pd  with  R=1 and M=100 

 
The results shown in Fig. 8 and Fig. 9 with the M=20 and R=5. Compared with the results in 
the Fig. 6 and Fig. 7, respectively, the performance of delay expectation and the drop packet 
rate are both improved. The new configuration of M=20 and R=5 is better, when the number of 
ultra-low latency flows is less than 30 in one cell. Therefore, the reduced window length 
introduces more retry opportunities, furthermore reduce the latency. Considering the 
requirement of ultra-low latency services in 5G, the optimal frame structure configuration for 
our scenario is R=5, M=20, and Pq=0.1. 
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Fig. 8. The average delay Ed  with R=5 and M=20 

 
Fig. 9. The drop packet rate Pd with R=5 and M=20 

4.2 Simulation vs. Analytic model 
To validate the correctness of the proposed analytic model, Monte-Carlo simulations are 

performed and the numerical results are compared with the analytical results. The results are 
shown in the Fig. 10 and Fig. 11 with R=5, M=20, and Pq=0.1. We keep the analytic model in 
accordance with the simulation results. If the number of terminals with ultra-low latency flows 
is limited below 30, the average delay can be limited inside 3ms, and the drop packet rate can 
be limited under 1% with the configuration of M=20, R=5 and Pd=0.1. 
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 Fig. 10. The performance comparison on Ed 

 
Fig. 11. The performance comparison on  Pd 

4.3 Extension to the multi-group 
The result for one group reveals the feasibility to deploy 30 terminals with ultra-low latency 
flows in one cell. However, it is not enough in real cases. We extend this approach into 
multiple content groups in one cell with more RRs. Here, we consider two kinds of resource 
usage: Dedicated and Shared. In the Fig. 12 and Fig. 13, the number of the groups, G changes 
from 1 to 3. In all six cases, the dedicated method provides a lower average delay when there 
are multiple groups, e.g. G=2 or 3. Similarly, the dedicated method outperforms the shared 
method and achieves a lower packet drop rate. 
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Fig. 12. Ed  results for multiple groups 

 
Fig. 13. Pd  results for multiple groups 

4.4 Persistent vs non-persistent resource reservation 
Based on the simulation results above, the number of users supported on a single RB is almost 
thirty in the persistent resource reservation method.  However, in this case, we consider the 
performance of the proposed method when the reserved resource in RBs is non-continuous. To 
compare the results in persistent reservation and non-persistent reservation, we set the 
parameters of simulation as follows. The length of TTI is 0.1ms, the size of retry the window L 
is 20, the limit of retransmission times R is 5, the silence probability is 0.1, and the number of 
terminals changes from 1 to 30.  We run the simulation and compare the results in three cases 
of resource reservation. The first case is the original persistent resource reservation without 
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interval for RR region. The second is non-persistent, and the interval for each two neighbor 
RRs on time is 1 TTI. The third is non-persistent, and the interval for each two neighbored RRs 
is 2 TTIs. The results of the expected latency and the drop packet rate are collected and shown 
in Fig. 14 and Fig. 15. 

 
Fig. 14.  Ed  results for non-persistent resource reservation 

 
Fig. 15. Pd  results for non-persistent resource reservation 

 
The results in the Fig. 14 and Fig. 15 show that non-persistent resource reservation will 
decrease the performance on the latency and the packet drop rate. On the other hand, it shows 
that the RR region is really elastic and can adjust dynamically as one part of resource slice in 
the air-interface. Therefore, we discuss both the static and dynamic resource reservation.  
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4.5 Static vs dynamic resource reservation  
We consider the performance of dynamic resource reservation for IoT terminals. The number 
of RRs in each retry window is changed dynamically with the estimated number of contention 
terminals. Because of the silence probability mechanism introduced, it equals to the sum of the 
number of collision terminals and the number of silent terminals.  Furthermore, the number of 
TTIs with collisions Tcoll  in the retry window is counted by the base station. We compared the 
performance for latency and reliability with four resource reservation methods. The results are 
shown in Fig. 16 and Fig. 17. The static method is the proposed resource reservation with one 
RB in each TTI. The dynamic resource reservation will adjust the number of RRs in the next 
retry window. The number of RRs can be limited, which depends on variable traffic load on 
the base station. Therefore, three sample cases are considered. Whether a resource has top 
limitation for each TTI: no-top limit, less than10 RBs, less than 5 RBs. The number of 
incoming terminals changes from 0 to 200. The other parameters: the window size in term of 
TTIs L=20, the number of retry times R=5, and the silence probability Pq=0.1. 

 
Fig. 16. Ed  results for dynamic resource reservation 

 
 
Based on these results, it is proved that dynamic resource reservation can improve the 
performance on the average delay and reliability. Based on the quantity, if the top-limit 
number of reserved RRs can reach five in each TTI, the average delay for 140 terminals will be 
nearly 3ms and the packet drop rate below one percent. If the top-limit number of reserved 
RRs is 10, the maximum number of supported terminals will be two hundred.  
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Fig. 17. Pd  results for dynamic resource reservation 

5. Conclusion 
In this paper, a dynamic resource reservation schema based on air-interface slicing and a 
silence probability based collision mitigation algorithm are proposed for ultra-low latency IoT 
applications in 5G networks. A probability model is introduced to evaluate the performance of 
the proposed approach. The analytical and numerical results reveal that it can achieve an 
air-interface latency of a few milli-seconds and limit the packet drop rate in a few percentages. 
The dynamicity of resource configuration enables this approach to achieve an acceptable 
performance in the case of non-contiguous resource reservation and resource constrained 
scenarios. Further work includes the enhanced collision detection and estimation method on 
the reserved resources.  
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