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Abstract 
 

This paper studies a multi-antenna wireless relay network in the presence of a jammer. In this 

network, the source node transmits signals to the destination node through a multi-antenna 
relay node which adopts the amplify-and-forward scheme, and the jammer attempts to inject 

additive signals on all antennas of the relay node.  With the linear beamforming scheme at the 

relay node, this network can be modeled as an equivalent Gaussian arbitrarily varying channel 
(GAVC). Based on this observation, we deduce the mathematical closed-forms of the 

capacities for two special cases and the suboptimal achievable rate for the general case, 

respectively. To reduce complexity, we further propose an optimal structure of the 
beamforming matrix. In addition, we present a second order cone programming (SOCP)-based 

algorithm to efficiently compute the optimal beamforming matrix so as to maximize the 

transmission rate between the source and the destination when the perfect channel state 

information (CSI) is available. Our numerical simulations show significant improvements of 
our propose scheme over other baseline ones. 
 

 

Keywords: wireless relay network, linear beamforming, Gaussian arbitrarily varying 

channel, second order cone programming 
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1. Introduction 

A plethora of studies in multi-antenna relay networks arise in recent years [1]-[3] for 

enhancements in boosting transmission capacity and exploiting spatial diversity. Generally, 

signal transmission via relay nodes can be divided into two phases. In the first phase, source 
nodes send signals to relays and in the second stage, relay nodes process their received signals 

and forward to destinations. These process schemes, usually called relay schemes in the 

literature, include amplify-and-forward (AF), decode-and-forward (DF) [4][5] and so on. 

Among them, the AF scheme has its unique advantages in simplicity and security in the 
context of cooperative communication [6][7]. In [8][9], the authors investigated the optimal 

channel estimation and training design using AF relay scheme for one-way relay networks and 

two-way relay networks, respectively. In [10], AF was combined with space-time coding to 
improve the system performance for two-way relay networks. The problem to find the optimal 

AF scheme in terms of maximum end-to-end transmission rate has been extensively studied in 

previous works [11][12]. 
 In practise networks, the presence of jammers is not an exception but common, and how to 

find the optimal AF scheme in this case is an interesting and important problem. On one hand, 

jamming can protect sources against eavesdropping in some cases. For example, selfish 

friendly jammers can help the source to interfere eavesdroppers in a Bertrand game approach 
[13]. On the other hand, jamming is an important kind of active attack in wireless 

communication systems [14][15], especially in military networks and electronic warfare [16]. 

In multi-user wireless cooperative communication systems, signals from undesired users are 
always regarded as Gaussian noise [17]. However, this assumption does not hold when 

jammer exists: jammer knows the coding scheme used by the source, therefore it can disturb 

the communication between the source and destination by transmitting a codeword in such 

codebook. As a result, under the average error criterion, the destination cannot decode the 
received signal correctly if the transmitted power of the jammer is larger than that of the source; 

that is, the source cannot achieve any positive transmission rate under the average error 

criterion in such circumstance. In fact, the channel with a jammer can be modeled as Gaussian 
arbitrarily varying channel (GAVC) [18] and information theoretical analysis has shown that 

the capacity of GAVC equals zero in a certain condition, which was referred as symmetric 

condition.  
  Further studies proposed various anti-jamming strategies to alleviate the adverse effects of 

jamming and improve the legitimate transmission rate [19][20]. Some recent papers also 

concentrate on the security aspect and anti-jamming of interference alignment (IA) networks. 

For example, in [21][22], the authors propose anti-jamming schemes to eliminate the jamming 
signal by aligning it into the certain subspaces using pre-coding matrices for IA-based wireless 

networks and energy harvesting in interference networks. 

  However, existing works on AF and anti-jamming still have some problems. First, AF and 
anti-jamming were addressed separately in these works. Second, the accurate channel state 

information (CSI) of the network was required at all nodes when utilizing IA in practical 

networks [23]. Third, anti-jamming schemes for dual-hop relay networks were less 
investigated in the literature. In addition, linear beamforming has been shown to effectively 

improve the quality of transmission in wireless relay networks as an AF scheme [24]. In this 

paper, we consider a joint linear beamforming and anti-jamming model for a dual-hop 

multi-antenna relay network and investigate effectiveness of linear beamforming against 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 8, August 2017                                        3791 

jamming attack in a dual-hop relay network. This joint model only assumes that the accurate 

global CSI is only required at the relay node to design the beamforming matrix, which is easy 
to implement in practical networks. The focus of this paper is to design an optimal 

beamforming matrix to achieve the maximum transmission rate, and the main contributions of 

this paper are summarized as follows. 

1. We show that a dual-hop multi-antenna relay network in the presence of a jammer can be 
converted to an equivalent GAVC when the relay performs the linear beamforming 

scheme. We determine the condition that the capacity of the equivalent GAVC equals zero, 

which is noted as the equivalent symmetric condition. Under this condition, the 
communication will be entirely disturbed.  

2. We formulate the problem to design an optimal beamforming matrix as an equivalent 

convex optimization problem. The objective is to find the maximum transmission rate 
under the sum relay power constraint. To solve this problem, we present a second order 

cone programming (SOCP)-based algorithm. To further reduce the computational 

complexity, we propose an optimal structure of the beamforming matrix such that the 

number of variables in the beamforming matrix is reduced to 9 at least. 
3. Base on the equivalent convex optimization problem, we propose the mathematical 

closed-forms of the capacities for two special cases and the suboptimal mathematical 

closed-form of the capacities for the general cases. 
4. Numerical simulations show that the source node can achieve positive transmission rate 

even if it possesses a lower transmit power than the jammer does when the relay employs 

the optimal linear beamforming scheme. 

  The rest of this paper is organized as follows. In section 2, the notation of this paper is 
presented. In section 3, we introduce the system model and provide the expression of the 

capacity. In section 4, we propose the method of designing the beamforming matrix to 

maximize the capacity. The simulation results are shown to validate our results in section 5. 
The conclusion remarks are given in section 6. Finally, all of the detailed proofs are presented 

in section 7. 

 

2. Notation 

Scalars are denoted by lower-case letters, e.g., x . Boldface lower-case letters are used 

for column vectors, e.g., x , and boldface upper-case letters are for matrices, e.g., X . In 

addition, the conjugate, transpose and Hermitian transpose are denoted by  


 ,  
T

 and  
†

 , 

respectively. A diagonal square matrix with 
1 2, ,..., nx x x  as the diagonal elements is denoted 

by  1 2diag , ,..., nx x x .   represents the Euclidean norm. nI  is the n  order identity matrix. 

 E  is the expectation operation.  log   is the logarithm in the base 2.  Re   and  Im   

represent the real part and imaginary part of a complex number, respectively.  span x  

represents a linear subspace spanned by x . 
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3. System Model 

 
Fig. 1. System Model 

 

We consider a communication system consisting of a source, a jammer, a destination  and 

a helping relay. As depicted in Fig. 1, the source S , jammer J  and destination D are equipped 

with a single antenna respectively, while the relay R  is equipped with K  antennas. It is 
assumed that all channels involved are flat-fading over a common narrow-band. The channel 

fading coefficients between the source and all antennas at the relay constitute a channel fading 

coefficients vector, which is denoted by 
1

,

K

S R

h C . Similarly, the other two channel fading 

coefficients vectors are denoted by 
1

,

K

J R

h C  and 
1

,

K

R D

h C . In this model, we assume 

that there is no direct link between S  , J  and D , and all of the accurate CSI of the network 

has been collected at the relay R  prior to the transmission. It is a reasonable assumption that 
the antennas at the relay work in half-duplex mode and the perfect synchronization is achieved 

prior to the transmission. Two equal-length time slots are required to accomplish one round of 

transmission. In the first time-slot, source S  transmits the legitimate signal Sx  with the 

power  2

S SP x E  to the relay R  while the jammer J  transmits the jamming signal Jx  

with the power  2

J JP x E  to the relay R  synchronously in order to disturb the 

communication. Apparently, the received baseband signal vector at the relay R  in the first 
time-slot is given by 

, ,R S R S J R J Rx x  y h h z                                                (1) 

where 
1K

R

z C  is the complex Gaussian noise vector received at R , and without loss of 

generality (w.l.o.g.), it is assumed that  0,R KCNz I . In the second time-slot, the relay R  

processes the received signal vector 
Ry  by employing linear beamforming relaying scheme, 

i.e., 
Ry  is multiplied by a linear beamforming matrix A  and forwarded to the destination D . 

Mathematically, the transmitted signal vector at the relay R  is denoted by 
1K

R

x C  , which 

can be represented as 

Jammer J  

Relay R  

Destination D  

Source S  

,S Rh  

,J Rh  

,R Dh  K   

1  

Sx  

Jx  

Dy  

Ry  

R Rx Ay  
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R Rx Ay                                                              (2) 

where 
K KA C  is the linear beamforming matrix. We assume that the relay R  has its own 

sum-power budget 
,maxRP . Thus the transmitted signal vector 

Rx  at R  must satisfy the 

following constraint. 

   
2 22 †

, , ,maxR S R S J R J Rx P P tr P   E Ah Ah AA                    (3) 

Let  |  satisfies (3)  A A be the set of all the linear beamforming matrices satisfying the 

relay sum-power constraint. Therefore, given a linear beamforming matrix A , the signal 

received at the destination node D  can be expressed as 

, , , , , ,

T T T T

D R D R D R D S R S R D J R J R D R Dy z x x z     h x h Ah h Ah h Az               (4) 

where 
Dz  is the complex Gaussian noise at D  with zero mean and unit variance. From (4), 

the dual-hop relay network can be regarded as the conventional GAVC with the equivalent 

source signal  , , ,

T

S eq R D S R Sx xA h Ah , the equivalent jamming signal 

 , , ,

T

J eq R D J R Jx xA h Ah  and the equivalent Gaussian noise   ,

T

eq R D R Dz z A h Az . To 

distinguish these two cases, the former one is denoted by  GAVC A . Based on the 

symmetrizable condition of  GAVC [18], there exists a coding scheme at the source node such 

that the capacity of  GAVC A  is non-zero if and only if the power of the equivalent source 

signal is larger than that of the equivalent jamming signal, that is, 

     2 22 2

, , , , , ,

T T

S eq R D S R S J eq R D J R Jx P x P  E A h Ah E A h Ah .              (5) 

If the above condition is satisfied, the random coding capacity 

 
  

     

2

,

2 2

,

1
log 1

2

S eq

J eq eq

x
C

x z

 
 

  
 

 

E A
A

E A E A
 

            

2

, ,

2 2

, , ,

1
log 1  

2 1

T

R D S R S

T T

R D J R J R D

P

P

 
  
  
 

h Ah

h Ah h A
                          (6) 

can be achieved, where the pre-log factor is due to the half-duplexity of the relays. 

4. Design of Beamforming Matrix  

In this section, we mainly discuss how to design an optimal beamforming matrix A to 

maximize the capacity  C A . We propose an optimal structure of A  to reduce the 

computational complexity, and present the mathematical closed-forms of the capacities for 

two special cases and the suboptimal mathematical closed-form of the capacities for general 

cases. In order to achieve the maximal transmission rate, we employ a second-order cone 
programming (SOCP)-based approach [25] to efficiently compute the optimal beamforming 

matrix A in terms of maximizing the transmission rate. Mathematically, the problem can be 

formulated as 
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2

, ,

2 2

, , ,

2 2 †

, , ,max

2

, ,

2

, ,

max
1

s.t.  

       1

T

R D S R S

T T

R D J R J R D

S R S J R J R

T

R D J R J

T

R D S R S

P

P

P P tr P

P

P

 

  



A

h Ah

h Ah h A

Ah Ah AA

h Ah

h Ah

                      (7) 

Before solving the optimization problem (7), we first investigate the structure of the optimal 

solution. Let the singular value decomposition of the matrix 
3

, , ,, , K

S R J R R D

  h h h C  be 

expressed as 
†

, , ,, ,S R J R R D
   h h h UΣV                                                (8) 

where 
K KU C ,

K KΣ C  and 
3 KV C . U  is an unitary matrix. 

 1 2, , ,...rdiag   Σ , 0i  , 1, 2, ,i r are the positive singular values of 

, , ,, ,S R J R R D
  h h h , and r  is the rank of , , ,, ,S R J R R D

  h h h . Then, we have  1,2,3r . 

W.l.o.g., we assume 
1 2 r    . Let  1 2,U U U , where 

1U  consists of the first r  

columns of U . It is clear that 1 2U U  i.e., 
†

1 2 U U 0 . Then the proposition 1 is derived as 

follows. 

Proposition 1: The optimal solution of the problem (7) has the following structure 
†

1 1

A U BU                                                               (9) 

where 
r rB C . 

Proof: see Appendix I.                                                                                                       □ 

Remark 1: If 1K   is considered in this system, 
SRh , 

JRh  and RDh  degenerate into three 

complex numbers. Apparently, 1r  . Consider 2K  .  
SRh , 

JRh  and RDh  are three 

2-dimensional column vectors, then r  is equal to 1 or 2 . Finally, consider the case 3K  , 

we have 
3

, , ,, , K

S R J R R D

  h h h C  and the maximum of r  equals 3 . 

The optimal structure reduces the number of complex-valued variables in  beamforming 

matrix A  from 
2K  to 

2r .  Thus, problem (7) can be expressed equivalently as  

 

2

, ,

2 2

, , ,

2 2 †

, , ,max

max
1

s.t.  

T

R D S R S

T T

R D J R J R D

S R S J R J R

P

P

P P tr P

 

  

B

g Bg

g Bg g B

Bg Bg BB

                        (10) 

2

, ,

2

, ,

1

T

R D J R J

T

R D S R S

P

P


g Bg

g Bg
 

where 
†

, 1 ,S R S Rg U h , 
†

, 1 ,J R J Rg U h , 
†

, 1 ,R D R Dg U h . For convenience, we equivalently 

express  problem (10) as follows. 
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2

2 2

†

,max

2

2

max
1

s.t.  

      1

T

S S

T

J J D

R

T

J J

T

S S

P

P

P

P

P

 





b

h b

h b H b

b Φb

h b

h b

                                              (11) 

where  vec Tb B ,  , ,vec T

S S R R Dh g g ,  , ,vec T

J J R R Dh g g , ,

T

D R D r H g I , 

† †

, , , ,S R S R S J R J R J rP P  Θ g g g g I  and blkdiag ,...,T T

r

 
  

 
 

Φ Θ Θ . Obviously, there exists a 

matrix 
†Ψ Ψ such that 

2Φ Ψ . 
Further, we rewrite (11) in the form of matrix multiplication as follows 

†

† † †

† †

,max

†

†

max
1

s.t.   

      1

T

S S S

T

J J J D D

R

T

J J J

T

S S S

P

P

P

P

P









 





b

b h h b

b h h b b H H b

b Ψ Ψb

b h h b

b h h b

                                        (12) 

From problem (7), we  find that the feasible region of problem (7) is a null set when 

, ,||S R J Rh h ,  , ,J R S Rh h  and 
2

/ 1J SP P  . Naturally, the following two cases must be 

considered. Case 1: , ,J R S Rh h ,  is an arbitrary complex constant. Case 2: , ,||S R J Rh h . 

We need to notice the condition , ,S R J Rh h  in case 2 particularly. A lemma will be 

introduced before discussing the above two cases  in details. 

Lemma 1: Given vectors a , 
1nh C and a positive definite matrix 

n nP C , let  a function 

of a  be 

 
† †

†
.f 

a hh a
a

a Pa
                                                        (13) 

The maximum 
† 1

h P h  is attained when 
1c a P h , where c is an arbitrary complex constant. 

Proof: see Appendix II.                                                                                                      □ 

We then discuss the capacity of the system in the subsequent three theorems. We propose 

the optimal mathematical closed-forms beamforming schemes under the condition , ,||S R J Rh h  

and , ,S R J Rh h  in theorem 1 and 2, respectively. To reduce computational complexity, a 

suboptimal mathematical closed-form beamforming scheme is deduced in theorem 3 when 

, ,||S R J Rh h  and , ,S R J Rh h  do not hold. 

Theorem 1: The capacity of the system in case 1 can be expressed as follows 
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2

||,max

1
log 1 SNR ,  if / 1

2

0,                               else

J SP P
C




 
 



                              (14) 

where 

 
1

2 †

||,max ,maxSNR /T T

S J S S D D R S SP P P


   h h h H H Φ h                (15) 

and the corresponding optimal solution is 

 
1

2 †

,max/T

opt J S S D D R SP P 


   b h h H H Φ h                       (16) 

where 

 
2

1 1
2 †2

,max ,max/ /j T

R J S S D D R Se P P P 


   Φ h h H H Φ h          (17) 

Proof: see Appendix III.                                                                                                    □ 

Theorem 2: The capacity of the system in case 2 when , ,S R J Rh h  can be expressed as 

 ,max

1
log 1 SNR

2
C                                               (18) 

where 

2 2

, , ,max

,max 2 2

, , ,max

SNR
1

S R R D S R

S R S R D R

P P

P P
 

 

g g

g g
. And  its corresponding optimal solution is  

†

, ,opt R D R D B g g                                                   (19) 

where 
,max

2

, , , 1

Rj

S R R D S R S

P
e

P

 

g g g

, and the corresponding optimal beamforming 

matrix is 
†

1 1opt opt

A U B U . 

Proof: see Appendix IV.                                                                                                           □ 

Theorem 3: There exists a suboptimal relay beamforming scheme and the corresponding 

transmission rate sptR  equals 

 
1

log 1+SNR
2

spt sptR                                                   (20) 

where 

 
1

† † †

,maxSNR /T

spt S D D R S SP P


  
 

h W W H H Φ W W h                         (21) 

with W  being the matrix consisting of the eigenvectors of the matrix 
T

J J


h h , whose 

corresponding eigenvalues are zero. And the corresponding sptb  equals 

 
1

† † †

,max/spt D D R SP


  
 

b W W H H Φ W W h                          (22) 

where 
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2

1
1

† † †2
,max ,max/ / ,j

R D D R Se P P


  
 

Φ W H H Φ W W h                   (23) 

and the corresponding suboptimal beamforming matrix    †1
1 1vecspt spt

 A U b U . 

Proof: see Appendix V                                                                                                      □ 

Remark 2: The suboptimal rate is independent of JP . Additionally, it is easy to show that 

 
1

† † † † †

,max/ 0T T

spt J J spt spt J J D D R SP


     
 

b h h b b h h W W H H Φ W W h , which implies  

,spt J R A h 0 . In other words, the equivalent jamming signal is null. Obviously, this 

suboptimal relay beamforming scheme is an optimal zero-forcing (ZF) beamforming, and the 

corresponding rate is the optimal rate when the relay employs ZF beamforming . 

Now we introduce the  transformation method to convert the non-convex optimal problem 
(12) to the standard convex SOCP problem in details. First, we rewrite (12) as follows 

†

† † †

† †

,max

†

†

max
1

s.t.  

      

T

S S S

T

J J J D D

R

T

J J J

T

S S S

P

P

P

P

P










 





b

b h h b

b h h b b H H b

b Ψ Ψb

b h h b

b h h b

                                      (24) 

where  0,1  . 

Remark 3: The condition given in (5) is formulated as the ratio of the equivalent jammer 

power to the equivalent source power rather than the difference of them, since it is a more 
robust formulation regardless of the values of the equivalent powers. Note that we cannot 

simply set 1  . If the optimum is attained when the constraint holds with equality for 1  , 

i.e.,      2 2

, ,S eq J eqx xE A E A , then the equivalent GAVC is symmetrizable and thus 

no positive rate can be achieved. However, it can be seen that the larger   is, the larger 

objective value we may obtain. 

By introducing an auxiliary variable, we recast (24) as follows 
†

2,

† † † 2

† †

,max

† †

max

s.t.  1

      

      0  

T

S S S

u

T

S S J D D

R

T T

J J J S S S

P

u

P u

P

P P





 

  



 

b

b h h b

b h h b b H H b

b Ψ Ψb

b h h b b h h b

                                    (25) 

The optimum of (25) is always attained when the first constraint holds with equality. 

Otherwise, the optimal solution optu  can be scaled down, which yields a larger objective value. 

Thus, it follows that (24) and (25) are equivalent. Let 1/v u  and / u v β b b , we have 

the following equivalent problem. 



3798                        Feng et al.: Achievabel Rate of beamforming Dual-hop Multi-antennas Relay Network in present of a Jammer 

†

,

† † † 2

† † 2

,max

† †

max

s.t.  1 0

      

      0

T

S S S
v

T

J J J D D

R

T T

J J J S S S

P

P v

P v

P P





 

   



 

β
β h h β

β h h β β H H β

β Ψ Ψβ

β h h β β h h β

                               (26) 

Note that the goal of (26) is to maximize a convex function, which seems to be 

computationally intractable in general. To address the issue, we shall investigate the property 

of the possible optimal solutions of (26). Let  0 0,vβ  be an optimal solution of (26). Then for 

any phase rotation  , it is easy to check that  0 0,je v
β  is an optimal solution of (26) as well. 

Thus there always exists a 0  such that  0T

0Im 0
j

S e


h β  and  0T

0Re 0
j

S e


h β  hold 

simultaneously. It follows that (26) is equivalent to 

 

 

,

† † † 2

,max

max

s.t.  1 0

      

      

      Im 0

      Re 0

T

S S
v

T

J J J D D

R

T T

J J S S

T

S

T

S

P

P v

v P

P P

    









β
h β

β h h β β H H β

Ψβ

h β h β

h β

h β

                                   (27) 

Let  ˆ ,T T vβ β ,   ˆ ,0T T

S Sh h ,  ˆ ,0T T

J Jh h ,  †blkdiag ,1T

J J J D DP Γ h h H H , 

 ˆ blkdiag ,0Ψ Ψ . Obviously, there exists a matrix Λ  such that 
2 Λ Γ , and then we can 

incorporate (27) into a standard convex SOCP problem as follows 

2

2 2

ˆ

,max 1

1 1

ˆˆmax

ˆs.t.  1

ˆ ˆ ˆ      

ˆ ˆˆ ˆ      

ˆ ˆˆ ˆ      

ˆ ˆ      

T

S S

T

R r

T T

J J S S

T T

S S

T T

r r

P

P e

P P

e e





 











β

h β

Λβ

Ψβ β

h β h β

h β h β

β β

                                                    (28) 

where 
 2

2

1 1

1

r

r
e

 


C  is the  2 1r  -th standard basis vector. (28) can be efficiently solved 

with standard interior-point methods and the complexity is  3.5O r . Denote the optimal 

solution of (28) by  ˆ ,
T

T

opt opt optvβ β . Then,  1

1 1

†vec /opt opt optv A U β U  is the optimal 
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solution of problem (7). 

5. Numerical Simulations 

In this section, we illustrate several numerical simulation results to show the effectiveness of 

our proposed scheme. All simulations are performed in MATLAB r2010a. We use CVX 
toolbox [26] to solve the SOCP problems. We assume that the channel coefficient vectors 

,S Rh ,  
,J Rh and 

,R Dh are generated independently by complex Gaussian random variables 

with the distribution  0,1CN . The transmitted powers of the source and jammer  are set to 

SP  and JP , respectively, and the sum-power budget of the relay is set to ,maxRP . K  is the 

number of the antennas at the relay. In all simulations, we set 0.99  , and the number of 

channel samples is set to 5000 so as to analyze the average performance of the proposed 

schemes. 
First, we illustrate the average achievable rates using the proposed optimal and 

suboptimal linear beamforming schemes versus the transmitted power of the jammer  for 

different numbers of antennas in Fig. 2. We set 
,max 6dBWS RP P   for 4,5,6K  . It can 

be observed that the average achivevable rates using the optimal linear beamorming scheme 
and suboptimal linear beamforming schemes are nonzero even when the transmitted power of 

the jammer is larger than the source, i.e., 6dBWJP  . The average achievable rate using the 

suboptimal linear beamforming scheme is independent of JP . The average achievable rate 

using the optimal linear beamforming scheme  converges to the average achievable rate using 

the suboptimal linear beamforming scheme when  
JP  . The average achievable rates 

using these two schemes are significantly improved  as the number of antennas at the relay 

increases. 
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Fig. 2.  Average achievable rate versus jammer power JP   
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Next, we compare the average achievable rate of the optimal linear beamforming scheme 

with that of some existing schemes as follows. 
1) Direct relaying: one relaying scheme could simply normalize the received signal to 

meet the power constraint and then forward the signal to the destination. In this case, the 

beamforming matrix is set to 
KA I  with 

,max

2 2

, ,

R

S R S J R J

P

P P K
 

 h h
 for  the 

relay sum power constraint.  

2) Zero-forcing (ZF) : one relaying scheme could limit the jamming into a null space. In 

this case, the beamforming matrix is set to  A H . All rows of 
H  are set to 

h , which is 

a standard vector randomly chosen from the null space of  ,span J Rh . To meet the relay sum 

power constraint ,  set  2

,max ,/ 1R S RP K  h h . 

3) Pseudo Match-and-Forward (PMF): another simple choice of the weighting matrix at 

the relay was used in [3] with 
†

, ,R D S R A h h  and 

 
,max

22 4 2†

, , , , ,

R

R D S R S S R J R J S R

P

P P
 

 h h h h h
 for the relay sum power constraint.   

4) OAF: it is an optimal AF scheme of a dual-hop relay network without jammer 
proposed in [11]. 
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Fig. 3.  Average achievable rates of different linear beamforming schemes 

 

In Fig. 3, we compare the performance of different schemes. For fairness, we set 

,max 6dBWS RP P  . The number of the antennas is set to  6K  . As shown in Fig. 3, the 

direct relaying is the worst scheme. The average achievable rate using direct relaying 
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decreases rapidly when the jammer power JP  increases, and the transmission rate is low when 

6dBWJP  . The direct relaying is an inefficient scheme  since it has no capability of 

anti-jamming. The average achievable rate using ZF remains constant when the jammer power 

increases. This scheme has the capability of anti-jamming but its rate is low. The average 

achievable rate using PMF or OAF is high when 6dBWJP   and decreases rapidly when 

6dBWJP  . Especially, the rates using PMF and OAF are lower than that of using ZF when 

12dBWJP  and 14dBWJP  , respectively. The average achievable rate of our scheme is 

higher than other four schemes. These results illustrate that the scheme proposed in this paper 

improves the transmission rate of system and effectively prevent the  jamming. Comparing 

these two figures, the rate using ZF beamforming in Fig. 3 is considerably lower than the 

suboptimal rate in Fig. 2 when 6K  , which indicates that the suboptimal  scheme is an 

optimal ZF beamforming.  

6. Conclusion 

In this paper, we investigate a dual-hop beamforming relay network in the presence of a 
jammer. We model this network as an equivalent GAVC related to the beamforming matrix 

A  at relay. In order to reduce the computational comlexity, we propose an optimal structure 

of A . We then discuss the mathematical closed-forms of the capacities for two special cases 
and the suboptimal achievable rate for the general case, respectively in details. The optimal 

linear beamforming matrix A  in terms of maximizing the achievable rate of this network is 

obtained by an efficient numerical algorithm (SOCP). Finally, simulations are implemented to 

verify the proposed scheme. In the future, we will extend this work to the networks with 
multi-hop , multi-user and the jammer equipped with multi-antenna. 

7. Appendix 

7. 1 Appendix I: Proof of proposition 1 

proof:  Since the singular value decomposition 
†

, , ,, ,S R J R R D
   h h h UΣV , we know 

that  1 2,U U U  , where 
1U  consists of the first  r  columns of U . It is clear that 

†

1 2 U U 0 ,  
†

1 1 rU U I , 
†

2 2 K rU U I . W.o.l.g., the optimal matrix A  can be written as 

follows 
†

1† † † † †

1 2 1 1 1 2 2 1 2 2†

2

,      
    

        
    

   
 

UB C B C
A U U U U U BU U CU U DU U EU

D E D E U
    

(29) 

where 
r rB C , 

 r K r 
C C , 

 K r r 
D C  and 

   K r K r  
E C . Additionally, 

 † †
ˆ ˆ

, ,SR JR RD K

   
      

   

Σ ΣV
U h h h U UΣV I ΣV V

0 0
                         (30) 

where Σ̂  is the first  r  rows of Σ . Futher, we can find  
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† † ††
1 , 1 , 1 ,1†

, , , , , ,† † † †

2 2 , 2 , 2 ,

, ,
, , , ,

, ,

S R J R R D

S R J R R D S R J R R D

S R J R R D

  
          

      

U h U h U hU
U h h h h h h

U U h U h U h
           (31) 

Comparing (30) with (31) , we find 
†

2 SR U h 0 , 
†

2 JR U h 0  and 
†

2 RD U h 0 . Then 

2 2
†

, , , 1 1 ,R D S R R D S

T T

R

h Ah h U BU h                                     (32) 

2 2
†

, , , 1 1 ,R D J R R D J

T T

R

h Ah h U BU h                                     (33) 

which are independent of the matrices C , D  and E . 
2 2 2 2

† †

, , 1 1 , 1 2 , 1 , 1R D R D R D R D

T T T T T

R D

      h A h U BU h U CU h U B h U C          (34) 

the second equality of (34) holds because of  
†

1 2 U U 0 , 
†

1 1 rU U I and 
†

2 2 K rU U I . 

Similarly, it is easy to check that 
2 2 22 † † † †

, 1 1 , 1 , 1 , 1 ,2S R S R S R S R S R

    Ah U BU h U DU h BU h DU h           (35) 

2 2 22 † † † †

, 1 1 , 1 1 , 1 , 1 ,J R J R J R J R J R

    Ah U BU h U DU h BU h DU h           (36) 

and 

         † † † † †tr tr tr tr tr   AA BB CC DD EE                         (37) 

Substituting the corresponding equations above with the CP problem (7), an equivalent 
problem is expressed as follows 

 

 

     

2
†

, 1 1 ,

2 2 2
† † T ?

, 1 1 , , 1 1 , 1 2

2 2
† †

1 , 1 ,

2 2
† †

1 , 1 ,

2
†

, 1 1 ,

, , ,

†

,max

† † †

max
1

s.t.  

       

       

       

T

S

T T

J

R D S R

R D J R R D R D

S R Js JR

S R J R

R D

R S J

T

J R

P

P

P P tr

P P P

tr tr tr



  



 

 



 

  

Β C D E

h U BU h

h U BU h h U BU h U CU

BU h BU h

DU h DU

BB

CC D

h

h U BU h

D EE

2
†

, 1 1 ,

1
J

T

SR D S R

P

P


h U BU h

            (38) 

Obviously, the object function is independent of D , E . The feasible region will be expanded 

when D 0  and E 0 . Then,  the maximum of (38) is attained when C 0 . Thus, it can be 

concluded that the matrices C , D  and E  in the corresponding exppression of A  are all set 

to zero at the optimum.                                                                                                                                       □ 

7. 2 Appendix II: Proof of Lemma 1 

Proof: For P  is a positive definite matrix, there exists an invertible matrix T  satisfying 
†P T T . Setting d Ta , and then, substituting 

1a T d  in function (13), we have 
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   ††

†

1
†

1 
d ThhT d

d d
                                                     (39) 

which is a standard Rayleight-Ritz quotient form [27], and the maximum is the maximal 

eigenvalue of the matrix   1†1
†

 
hhT T . Obviously,   1 1

†
†rank 1  h ThT , and there 

exists only one non-zero eigenvalue   which is equal to 

 
1

† † † 1 0


  h T T h h P h                                      (40) 

Apparently, (36) equals   when d  is the eigenvector of the matrix   1†1
†

 
hhT T . We know 

d  can be expressed as 

 
1

† ,c


d T h                                                                (41) 

where c  is an arbitrary complex constant, and then it is deduced that 

 
1

† 1c c


 a TT h P h                                                  (42) 

□ 

7. 3 Appendix III: Proof of Theorem 1 

Proof: Considering the case 
, ,||J R S Rh h  and 

, ,J R S Rh h , it is easily attained that 
J Sh h . 

The capacity of the system is zero when 
2| | / 1J SP P   according to the condition that the 

system has non-zero capacity if and only if the power of the equivalent source signal is larger 

than the equivalent jammer signal. 
2| | / 1J SP P   satisfies the constraint condition 

2

2

| |
1

| |

T

T

J J

S S

P

P


h b

h b
 of the problem (12). The optimum of (12) is always attained when 

†

,maxRPb Φb . Substituting 
†

,max/ 1RP b Φ b  in the object function of (12), we have 

 

†

2† †

,max

max
/

S S S

J S S D R

T

T

D

P

P P



  b

b h h b

b h h H H Φ b
                          (43) 

According to Lemma 1, the optimum is equal to 

 
1

2 T ?

,max/S J S S D D R S

T P P


  h h h H H Φ h                            (44) 

The corresponding b  can be expressed as 

 
1

2 †

,max/T

J S S D D R S SP P P 


   b h h H H Φ h                           (45) 

It must satisfy the constraint 
†

,maxRPb Φb , and then, 

 

2
1

2 † 12
,max ,max/ ( / )j T

R J S S D D R Se P P P      Φ h h H H Φ h               (46) 

□ 
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7. 4 Appendix IV: Proof of Theorem 2 

Proof: Consider the condition 
, ,J R S Rh h , 

†

, 1 ,J R J Rg U h  and 
†

, 1 ,S R S Rg U h . Apparently, 

1r  . Setting 
†

,, J RJ R g U h  and 
†

,, S RS R g U h , we have 

† †

, ,1 1

, ,, ,† †

2 2

,
J R S R

J R S RJ R S R

      
         

      

g gU U
g h g h

0 0U U
                    (47) 

† ,† †

, , ,, ,

S R

J R J R S RJ R S R

 
    

 

g
g g g 0 g g

0
                          (48) 

† † † †

, , , ,, , 0J R S R J R S RJ R S R   g g h UU h h h                          (49) 

Obviously, 
, ,J R S Rg g . Because of 

1

, ,,  r

J R S R

Cg g , there only exists 
1r

 g 0  if 2r   

such that  
† †

, ,0, 0S R J R  g g g g .                                         (50) 

If 3r  , there exists a nonzero vector 
1r

 g C  satisfying (50). 

We note that , ,J R S Rg g  dose not deduce 
J Sh h . It needs to consider the problem (10) 

instead of the problem (11). W.o.l.g., let 
†

,

†

,

†

S R

J R



 
 

  
 
 

g

B R g

g

                                                       (51) 

where   3

1 2 3

r R r r r C  is an arbitrary complex matrix. We have 

†

, ,
2†

, , , 1 , 2 , 3 , , , 2 , , , 2

,

†

,

†

S R J R

T T T T T T

R D J R R D R D R D J R J R R D J R J R R D J R

J R

 
 

     
 
 

g g

g Bg g r g r g r g g g r g g g r g

g g

  (52) 

Similarly, 
2

, , , 1 ,

T T

R D S R R D S Rg Bg g r g                                            (53) 

†

,
2† †

, , , , , , 2

†

0

0

S R

J R J R J R J R J R J R



   
   

     
     

g

Bg R g g R g g g r

g

                       (54) 

Further, 
2

, , 1S R S RBg g r                                                          (55) 

†

,
2

† †

, , , , , ,

†

S R

T T

R D R D J R S R J R R D







 
 

    
 
 

g

g B g R g g g g R g

g

                                    

2 2 22 2 2

, 1 , , 2 , , 3

T T T

R D S R R D J R R D   g r g g r g g r g             (56) 
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† 2

, ,

† † † † 2

, , , ,

† 2

|| || 0 0

0 || || 0

0 0 || ||

S R S R

J R S R J R J Rtr tr tr

 

      
      

         
      

      

g g

BB R g g g g R R R g

g g

 
2 22 2 2 2

, 1 , 2 3S R J R   g r g r g r                                                            (57) 

According to (52)(53)(54)(55)(56)(57), the optimum of the problem (10) is attained when 

, 2 0T

R D g r  and , 3 0T

R D g r , and with the constraint condition 

2 2 4

, , , 2 ,

2 2 4

, , , 1 ,

0 1

T T

R D J R J R D J R J

T T

R D S R S R D S R S

P P

P P
  

g Bg g r g

g Bg g r g
. The problem (10) has the same optimum as 

the following problem  

1 2 3

2 4

, 1 ,

2 2, ,

, 1 ,

4 4 22 2 2

, 1 , 2 , 1

2 2 2 2

, 2 3 ,max

  

      

max

 

1

s.t.   

  

 

T

R D S R S

T

R D S R

S R S J R J S R

J R R

P

P P

P



 

  

r r r

g r g

g r g

g r g r g r

g r g r

                 (58) 

From (58) the object function is independent of 2r  and 
3r , and the optimum is attained when 

2 3 r r 0 . Deduce the problem above as follows  

1

, 1

4 22 2

, 1 , 1 ,max

max

s.t.  

T

R D

S R S S R RP P 

r
g r

g r g r

                                 (59) 

Obviously, the problem (58) has the same optimal solution as (59). The optimum is 

independent of ,J Rg  and 
g . The case 2r   will deduce the same result as 3r  . The 

optimum is attained when 1 ,R D r g  and the constraint condition is an equality. Therefore, 

,max

2

, , , 1

Rj

S R R D S R S

P
e

P

 

g g g

                                  (60) 

Substituting the corresponding optimum 
1

,max ,

, 1
2

, ,

max

1

R R DT

R D

S R S R S

P

P




r

g
g r

g g

 into (58), we 

have 
2 2

, , ,max

,max 2 2

, , ,max

SNR
1

S R R D S R

S R S R D R

P P

P P
 

 

g g

g g
                                      (61) 

and 
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†

,

† †

opt , , , ,

†

S R

R D J R R D S R  



 
 

    
 
 

g

B g 0 0 g g g

g

                          (62) 

□ 

7. 5 Appendix V: Proof of Theorem 3 

Proof: Let b Wf . For 
, ,||S R J Rh h , it is obvious that ||S Jh h . Since W  is a matrix 

consisting of the eigenvectors of the matrix 
T

J J


h h  whose corresponding eigenvalues are zero , 

we have  
† † † † † 0T T

J J J J

   b h h b f W h h Wf 0f W f                           (63) 

and 
† † † 0T T

S S S S

  b h h b f W h h Wf                                       (64) 

Problem (12) attains the optimum at 
†

,maxRPb Φb . According to the previous equivalent 

transformations and (63), we know 
2

,

† 0T

J JJ R

 b h h bAh  and  the equation 

   
2 2 2† †

, , ,

†

S R S J R J S R SP P tr P tr    Ah Ah AA Ab hb AAΦ  is independent of 

JP . Apparently,  Φ  is independent of JP . Substituting b Wf  and 
†

,max

1
RP


Φ

b b  into 

(12), we have 

 

† †

† † †

,max

max
/

T

S S S

D D R

P

P



f

f W h h Wf

f W H H Φ Wf
                                        (65) 

From Lemma 1, the optimal of (65) equals 

 
1

† † †

,max/T

S D D R SP



 

h W W H H Φ W W h                               (66) 

And the corresponding optimal solution is 

 
1

† † †

opt ,max/D D R SP


  
 

f W H H Φ W W h                           (67) 

where 

,max

2
1

1

† † †2

,max

Rj

D D S

R

P
e

P








  
   

   

Φ
Φ W H H W W h

                           (68) 

Notice that W  is not full rank, and optWf  is the suboptimal solution of the problem (12). 

Then, 

  
1

† † †

,max/spt D D R SP


  
 

b W W H H Φ W W h                            (69) 

□ 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 8, August 2017                                        3807 

References 

[1] T. Cover and A. Gamal, “Capacity theorems for the relay channel,” IEEE Trans. Inform. Theory, 

vol. 25, no. 5, pp. 572–584, Sept. 1979. Article (CrossRef Link) 

[2] Y. Jing and B. Hassibi, “Distributed space-time coding in wireless relay networks," IEEE Trans. 

Wireless Commun., vol. 5, no. 12, pp. 3524-3536, Dec. 2006. Article (CrossRef Link) 

[3] P. U. Sripathi and J. S. Lehnert, “A throughput scaling law for a class of wireless relay networks,” 
in Proc. of 38th Annual Asilomar Conference on Signals, Systems and Computers 2004. 

Article (CrossRef Link) 

[4] J. Laneman and G. Wornell, “Distributed space time block coded protocols for exploiting 

cooperative diversity in wireless networks," IEEE Trans. Inform. Theory, vol. 49, no. 10, pp. 

2415-2425, Oct. 2003. Article (CrossRef Link) 

[5] J. Laneman, D. Tse, and G. Wornell, “Cooperative diversity in wireless networks: efficient 

protocols and outage behavior," IEEE Trans. Inform. Theory, vol. 50, no. 12, pp. 3062-3080, Dec. 

2004. Article (CrossRef Link) 

[6] K. Azarian, H.E. Gamal, and P. Schniter, “On the Achievable Diversity-Multiplexing Tradeoff in 

Half-Duplex Cooperative Channels,” IEEE Trans. Inform. Theory, vol. 51, no. 12, pp. 4152-4172, 

Dec. 2005. Article (CrossRef Link) 
[7] S. Borade, L. Zheng, and R. Gallager, “Amplify-and-forward in wireless relay networks: Rate, 

diversity and network size,” IEEE Trans. Inform. Theory, vol. 53, no. 10, pp. 3302 - 3318, Oct. 

2007. Article (CrossRef Link) 

[8] F. Gao, T. cui and A. Nallanathan, “On Channel Estimation and Optimal Training Design for 

Amplify and Forward Relay Networks,” IEEE Transactions on Wireless Communications vol. 7, 

no. 5, pp. 1907- 1916, May 2008. Article (CrossRef Link) 

[9] F. Gao, R. Zhang and Y-C. Liang, “Optimal Channel Estimation and Training Design for Two-Way 

Relay Networks,” IEEE Transactions on Wireless Communications, pp. 3024-3033 vol. 57, no. 10, 

Oct. 2009. Article (CrossRef Link) 

[10] T. Cui, F. Gao, T. Ho and A. Nallanathan, “Distributed Space-Time Coding for Two-Way Wireless 

Relay Networks,” IEEE Trans. Signal Process, pp.658-671, vol. 57, Issue: 2, Feb. 2009. 

Article (CrossRef Link) 

[11] Tang, X., and Hua, Y, “Optimal design of non-regenerative mimo wireless relays,” IEEE 

Trans. Wireless Commun., 6, (4), pp. 1398-1407, 2007. Article (CrossRef Link) 

[12] I. Mari'c, A. Goldsmith, and M. M′edard, “Multihop analog network coding via 

amplify-and-forward: the high SNR regime,” IEEE Trans. Inf. Theory, vol. 58, no. 2, pp. 793 - 

803, Feb., 2012. Article (CrossRef Link) 
[13] Kun Wang , Li Yuan, Toshiaki Miyazhaki, Song Guo and Yanfei Sun “Anti-Eavesdropping with 

Selfish Jamming in Wireless Networks: A Bertrand Game,” This article has been accepted for 

publication in a future issue of this journal, but has not been fully edited. Content may change 

prior to final publication. Citation information: DOI 10.1109/TVT.2016.2639827, IEEE 

Transactions on Vehicular Technology. Article (CrossRef Link) 

[14] R. A. Poisel, “Modern Communications Jamming Principles and Techniques,” Boston, MA, USA: 

Artech House, 2003. Article (CrossRef Link) 

[15] Q. Liu, M. Li, X. Kong, and N. Zhao, “Disrupting MIMO communications with optimal jamming 

signal design,” IEEE Trans. Wireless Commun., vol. 14, no. 10, pp. 5313–5325, Oct. 2015. 

Article (CrossRef Link) 

[16] D. C. Schleher, “Electronic Warfare in the Information Age,” Boston, MA, USA: Artech House, 
1999. Article (CrossRef Link) 

[17] Cheng, Y., and Pesavento, M., “Joint optimization of source power allocation and distributed relay 

beamforming in multiuser peer-to-peer relay networks,” in Proc. of IEEE Trans. Signal Process, 

pp. 2962-2973, 60, (6), 2012. Article (CrossRef Link) 

[18] Csiszá, I., and Narayan, P., “Capacity of the Gaussian arbitrarily varying channel,” in Proc. of 

IEEE Trans. Inf. Theory, pp: 18-26, 37, (1), 1991. Article (CrossRef Link) 

 

http://doi.org/10.1109/TIT.1979.1056084
https://doi.org/10.1109/TWC.2006.256975
http://doi.org/10.1109/acssc.2004.1399369
http://doi.org/10.1109/TIT.2003.817829
http://doi.org/10.1109/TIT.2004.838089
http://doi.org/10.1109/TIT.2005.858920
http://doi.org/10.1109/TIT.2007.904774
http://doi.org/10.1109/TWC.2008.070118
http://doi.org/10.1109/TCOMM.2009.10.080169
http://ieeexplore.ieee.org/document/4668438/
http://doi.org/10.1109/TWC.2007.348336
https://doi.org/10.1109/TIT.2011.2173721
http://ieeexplore.ieee.org/stamp/stamp.jsp?arnumber=7782794
http://dl.acm.org/citation.cfm?id=2024614
http://doi.org/10.1109/TWC.2015.2436385
http://dl.acm.org/citation.cfm?id=519999
http://doi.org/10.1109/TSP.2012.2189388
http://doi.org/10.1109/18.61125


3808                        Feng et al.: Achievabel Rate of beamforming Dual-hop Multi-antennas Relay Network in present of a Jammer 

[19] M. K. Hanawal, M. J. Abdel-Rahman, and M. Krunz, “Game theoretic anti-jamming dynamic 

frequency hopping and rate adaptation in wireless systems,” in Proc. of 12th Int. Symp. WIOPT, 

Hammamet, Tunisia, pp. 247–254, May 2014. Article (CrossRef Link) 

[20] X. He, H. Dai, and P. Ning, “Dynamic adaptive anti-jamming via controlled mobility,” IEEE Trans. 

Wireless Commun., vol. 13, no. 8, pp. 4374–4388, Aug. 2014. Article (CrossRef Link) 

[21] Nan. Zhao, Jing Guo, F. Richard Yu, Ming Li and Victor C. M. Leung, “Antijamming Schemes for 

Interference-Alignment-Based Wireless Networks,” IEEE Transactions on Vehicular Technology, 
vol. 66, no. 2, pp.1271-1283, Feb. 2017. Article (CrossRef Link) 

[22] Jing Guo, Nan Zhao, F. Richard Yu, Xin Liu and and Victor C. M. Leung, “Exploiting Adversarial 

Jamming Signals for Energy Harvesting in Interference Networks,” IEEE Transactions on 

Wireless Communications, pp. 1267-1280, vol. 16, no. 2, Feb. 2017. Article (CrossRef Link) 

[23] S. A. Jafar, “Blind interference alignment,” IEEE J. Sel. Topics Signal Process., vol. 6, no. 3, pp. 

216–227, Jun. 2012. Article (CrossRef Link) 

[24] Jing, Y., and Jafarkhani, H., “Network beamforming using relays with perfect channel 

information,” in Proc. of  IEEE Trans. Inf. Theory, pp. 2499-2517, 55, (6), 2009. 

Article (CrossRef Link) 

[25] Boyd, S., and Vandenberghe, L., “Convex optimization,” Cambridge university press, 2004. 

Article (CrossRef Link) 
[26] Grant, M., and Boyd, S., “CVX Users’ Guide for CVX ver. 1.21,” http://cvxr.com/ Apr. 2011. 

Article (CrossRef Link) 

[27] Horn, R. A. and C. A. Johnson, “Matrix Analysis,” pp. 176–180, Cambridge University Press, 

1985. Article (CrossRef Link) 
 
 
 
 

 

 
 

Guiguo Feng received his B.S. and M.S. degrees in communications engineering from 

Xidian University, Xi’an, China, in July 2009 and July 2012 respectively. He is now a 
Ph.D. student in Xidian University, Xi’an, China. His research interests include 
cooperative communications, cognitive radio networks and information theory. 

 
 

Wangmei Guo received her B.S. degree in Information Secure from XiDian 

University, Xian, China, in 2006. She received her Ph.D in information and  
communications engineering with Prof. Ning Cai  in Dec. 2012. She had worked with 
Prof. Muriel Medard in MIT as a visiting student from Oct. 2010 to Oct. 2011. She is now 
a lecturer in Xidian University since 2013. Her research interests include convolutional 
network coding, quantum codes, wireless network etc. 

 

Jingliang Gao received his B.S and M.S. degrees in communications engineering from 
XiDian University, Xian, China, in 2006 and 2011 respectively. He got his Ph.D in 

advance after supervisor Prof. Ning Cai in State Key Laboratory of Integrated Services 
Network (ISN) in 2015.  His research interests include Shannon information theory, 
quantum information, etc. 

 

http://doi.org/10.1109/wiopt.2014.6850306
http://doi.org/10.1109/TWC.2014.2320973
http://doi.org/10.1109/TVT.2016.2557819
http://doi.org/10.1109/TWC.2016.2643658
http://doi.org/10.1109/JSTSP.2012.2187877
http://doi.org/10.1109/TIT.2009.2018175
http://doi.org/10.1017/CBO9780511804441
http://cvxr.com/cvx/doc/
http://doi.org/10.1017/CBO9780511810817

