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Abstract 
 

For “generic” multivariate public key cryptography (MPKC) systems, experts believe that the 
Unbalanced Oil-Vinegar (UOV) scheme is a feasible signature scheme with good efficiency 
and acceptable security. In this paper, we address two problems that are to find inversion 
solution of quadratic multivariate equations and find another structure with some random 
Oil-Oil terms for UOV, then propose a novel signature scheme based on hyper-sphere 
(HS-Sign for short) which directly answers these two problems. HS-Sign is characterized by 
its adding Oil-Oil terms and more advantages compared to UOV. On the one side, HS-Sign is 
based on a new inversion algorithm from hyper-sphere over finite field, and is shown to be a 
more secure UOV-like scheme. More precisely, according to the security analysis, HS-Sign 
achieves higher security level, so that it has larger security parameters choice ranges. On the 
other side, HS-Sign is beneficial from both the key side and computing complexity under the 
same security level compared to many baseline schemes. To further support our view, we have 
implemented 5 different attack experiments for the security analysis and we make comparison 
of our new scheme and the baseline schemes with simulation programs so as to show the 
efficiencies. The results show that HS-Sign has exponential  attack complexity and HS-Sign is 
competitive with other signature schemes in terms of the length of the message, length of the 
signature, size of the public key, size of the secret key, signing time and verification time. 
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1. Introduction 

In recent years, finding alternative public key cryptosystem which has resistance against a 
quantum computer has become a vital challenge, i.e., when a practical quantum computer is 
built so the public key cryptosystems used today (RSA, ECC, El Gamal, etc.) are broken. The 
multivariate public key cryptography (MPKC) is one of the promising candidates for 
post-quantum cryptography. In order to resist the attacks of quantum computing, the 
Post-Quantum Cryptography [1] has attracted cryptographers' intensive attentions. Some 
cryptosystems, such as hash-based cryptography, coding-based cryptography, lattice-based 
cryptography and multivariate public key cryptography (MPKC), belong to the area of 
Post-Quantum Cryptography. Security of MPKC is based on the hardness of solving a set of 
multivariate polynomial equations over a finite field, which is called an MQ problem [2] and is 
proven to be an NP-hard problem [3-4], and the quantum computers do not appear to have any 
advantages when dealing with this NP-hard problems. Except resistance to quantum computer 
attacks, MPKC enjoys other beneficial properties. In particular, they are quite fast compared to 
conventional schemes and require only very moderate resources, since the arithmetic 
operations are performed over a small finite field. This makes MPKC systems excellent 
candidates for use in resource constraint devices, like WSN nodes, RFIDs and smart cards, etc. 
However, there are two drawbacks that become obstacles to use MPKC systems. The first one 
is the largeness of its key sizes. The second drawback is that the security of MPKC relies both 
on the MQ problem and on the Isomorphism of Polynomials (IP) problem, so the schemes in 
MPKC may be faced with not only direct attacks but also structural attacks. Under this 
situation, quite a few attempts have been undertaken in order to tackle these two problems. For 
example, in the recent paper [5] the authors undertook an attempt to reduce the public key size, 
based on yet unbroken (under proper parameter choice) Unbalanced Oil and Vinegar (UOV) 
scheme [6]. Sakumoto et al. proposed provably secure identification/signature schemes based 
on the MQ problem [2]. There has been plenty of proposals for MPKC systems, as is explained 
in the overview in [7][1]. On the disadvantage for the designers, the cryptanalytic process has 
also been substantial. New proposals aim mainly at fixing problems exposed by the 
cryptanalysis, but then it often happens that “fixed” proposals get broken again. This is due to 
the fact that little attention has been given to provable security for the MPKC schemes. 
Although some expert studied provable security against key-only attack on Quartz which is a 
variant of HFE [8], the security against chosen-message attack is unclear. 
    Traditionally, basing on the four basic schemes MI [9], HFE [8], STS [10] and UOV [6], the 
MQ public key cryptosystems are divided in four groups. The first two are known as mixed 
field and they use a ground field and an extension field to construct the trapdoor. The last two 
are single field systems, and the trapdoor is constructed only in one field with some specific 
structure. In addition, one uses the Plus method, the Minus method and the Perturbed method 
to modify MI and HFE. Therefore, there are many variant schemes, such as Sflash [11], 
C*-+[12], PMI [13], PMI+ [14], HFE- [15], HFE+ [15], IPHFE[16], HFEv [6][16], Quartz [17] 
and so on. It is clear that secure MPKC schemes are extremely rare. Recently, researchers have 
proposed some new multivariate cryptosystems, such as HLY-2012 scheme [18], YTS-2013 
scheme [19], ABC [20], matrix-based Rainbow [21], YTS-2014 scheme [22], cubic-ABC [23], 
ZHFE [24], RGB [25] and the extension field cancellation by Ding et al. [26]. However, we 
need more time to verify their securities. Also, current focus on MPKC is developing 
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``advanced" cryptosystems, such as threshold ring signature scheme [27], proxy signature [28] 
and online/offline signature [29]. 
    In this paper, we focus on the single field system, and take a different path to explore a new 
trapdoor to construct a scheme. 

1.1 Motivation and Contribution 
For “generic” quadratic systems, experts believe that the Unbalanced Oil-Vinegar (UOV) 
scheme [6] is a feasible signature scheme with good efficiency and acceptable security. The 
UOV scheme is a well-known and deeply studied scheme in MPKC. This scheme uses a 
trapdoor one-way function whose security relies both on the MQ problem and on the 
isomorphism of polynomials (IP) problem (which will be described in the next section). To see 
deeply, since there are no Oil-Oil quadratic terms in the central map of UOV, the inversion of 
UOV scheme (to solve the Oil variate after fixing the Vinegar variate) is equal to solve a 
system of linear multivariate equations. And the UOV scheme is an extensive scheme of 
balanced Oil and Vinegar scheme [30], which is broken by [31]. The main weakness of [30] is 
that to construct linear multivariate equations, its central map lacks Oil-Oil terms, this fact 
makes it have less resistant to some structural attack (i.e. separation attack of Oil and Vinegar 
variate [31]). So our motivation comes directly, to get a more secure UOV-like scheme, two 
problems we address are therefore: Is there another inversion solution of quadratic 
multivariate equations so as to replace the inversion solution to linear multivariate equations?  
Can we find another structure with some random Oil-Oil terms and it can also construct an 
UOV-like trapdoor?. 
    Our contribution is twofold. On the theoretical side, we explore a new inversion algorithm 
based on hyper sphere which can be efficiently used to construct multivariate public key 
cryptosystem, we then use this trapdoor to construct a new UOV-like signature scheme, which 
directly answers the above two questions. Analysis and theories are provided to show the 
security and efficiencies of our proposed scheme. On the practical side, we have implemented 
5 different attack experiments for our new scheme to show its security and also we have 
programmed for our scheme and some baseline schemes so as to show its efficiency.  
    In this paper, motivated by the above analysis, we proposed a novel signature scheme called 
HS-Sign which is based on a new inversion algorithm from hyper-sphere over finite field, and 
is shown to be a more secure UOV-like scheme. 

1.2 Organization 
The rest of the paper is organized as follows. In Section 2, we describe the preliminaries about 
hyper-spheres, signature models, multivariate cryptography and basic UOV signature scheme. 
We present HS-Sign scheme in Section 3. Then we give security analysis in Section 4 which 
contains a plenty of attack experiments. Experiments and comparisons are given in Section 5. 
Finally,  in Section 6, we conclude the paper with a discussion. 

2. Preliminaries 

2.1 Hyper-sphere 
In general, An N-dimensional hyper-sphere (also call an N-sphere) for any natural number 

NN ∈ (N presents all the natural numbers), is a generalization of the surface of an ordinary 
sphere to arbitrary dimension. Particularly, a 0-sphere is a pair of points on a line, an 1-sphere 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 6, June 2017                                          3169 

is a circle in a plane, and a 2-sphere is an ordinary sphere in three-dimensional space, as is 
illustrated in Fig. 1. For spheres with dimension N > 2, we call them hyper-spheres. 
 

 
Fig. 1. Particular spheres 

 

2.1.1 Hyper-sphere in Euclidean Space 

An (N-1)-sphere of radius Nr∈  with a central point 1 2( , ,..., ) R N
NC c c c= ∈ is defined as 

the set ofpoints in N-dimensional Euclidean space which are at distance r from the central 
point C. Any point 1 2( , ,..., ) NN

NX x x x= ∈ on the hyper-sphere can be represented by the 
equation  

2 2 2 2
1 1 2 2( ) ( ) .... ( )N Nx c x c x c r− + − + + − =                            (1) 

    Any given N+1 points ,1 ,2 ,( , ,..., ) N (1,2,..., 1),N
i i i i NG g g g i N= ∈ = + , can uniquely 

determine a hyper-sphere as long as certain conditions are satisfied, which is described in [32]. 
That is, by applying the coordinates of the points 1 2 1, ,..., NG G G +   to the above fomula, we can 
obtain a system of N + 1 equations 

2 2 2 2
1,1 1 1,2 2 1,

2 2 2 2
2,1 1 2,2 2 2,

2 2 2 2
1,1 1 1,2 2 1,

( ) ( ) ... ( )
( ) ( ) ... ( )

   
...

( ) ( ) ... ( )

N N

N N

N N N N N

g c g c g c r
g c g c g c r

g c g c g c r+ + +

 − + − + + − =
 − + − + + − =


 − + − + + − =

                             (2) 

    Then we can obtain a system of linear equations with N unknowns 1 2( , ,..., )Nc c c : 

2 2
1,1 2,1 1 1,2 2,2 2 1, 2, 1, 2,

1

2 2
2,1 3,1 1 2,2 3,2 2 2, 3, 2, 3,

1

2 2
,1 1,1 1 , 1, , 1,

1

2( ) 2( ) ... 2( ) ( )

2( ) 2( ) ... 2( ) ( )

...

2( ) ... 2( ) ( )

N

N N N j j
j

N

N N N j j
j

N

N N N N N N N N j N j
j

g g c g g c g g c g g

g g c g g c g g c g g

g g c g g c g g

=

=

+ + +
=


− + − + + − = −




− + − + + − = −


− + + − = −

∑

∑

∑

   







           (3) 

    For this system of linear equations, if and only if the determinant of the coefficients in (3) is 
non-zero, we can have a unique solution (c1,c2,...,cN). By applying the values of (c1,c2,...,cN) to 
one of the equations in (2), we can obtain r2. 
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2.1.1 Hyper-sphere over Finite Field 
Here we extend the concept of Hyper-sphere to finite fields. For simplicity, the Galois field 
GF(p) is adopted as the ground field, where p is a large prime number. However, the results 
can be easily extended to other forms of finite fields. For any given positive integer N, and 
vector 1 2( , ,..., ) ( )N

NC c c c GF p= ∈ , we define function R : ( ) ( )NGF p GF p→  as 
2R( ) || || (mod ),X X C p= −  

    where 1 2( , ,..., ) ( )N
NX x x x GF p= ∈ , and 2 2 2

1 1|| || ( ) ... ( )N NX C x c x c− = − + + − . 

Specifically, a sphere over finite field is defined by 
R( ) (mod ),       X R p=                                                   (4) 

    where ( )R GF p∈ . And it is a trivial case of hyper-sphere over finite field if N = 2 in (4), 
and a circle over finite field is another special case of hyper-sphere over finite field if N = 1. 
Given N, C and R , we can find at least pN−1different points on the hyper-sphere determined by 
C and R . This fact is proven by Theorem 1 in the supplementary file of [32]. 

2.2 Signature Scheme 
Difinition 1.  A signature scheme (Gen, Sign, Ver) is defined as follows: 
    Gen: is a probabilistic algorithm which given 1λ, outputs a pair ofmatching public and secret 
keys (pk,sk). 
    Sign: is a probabilistic algorithm which takes the message M to be signed and a secret key sk, 
and returns a signature σ = Signsk(M). 
    Ver: takes a message M, a candidate signature σ and pk, and returns a bit Verpk(M,σ). The 
signature is accepted only if the bit is equal to one. Otherwise, it is rejected. If σ ← Signsk(M), 
then Verpk(M,σ) = 1. 

2.3 Multivariate Cryptography 
The basic objects of multivariate cryptography are systems of multivariate quadratic equations 
over a finite field K=GF(p). Such a system of m questions in n variables is defined as 

(1) (1) (1)

1

( ) ( ) ( )

1

· · · 0

...

· · · 0.

n n n

ij i j i i i
i j i j i

n n n
m m m

ij i j i i i
i j i j i

x x x

x x x

α β γ

α β γ

= = =

= = =

 + + =



 + + =


∑∑ ∑

∑∑ ∑

                                  (5) 

    The security of multivariate cryptosystems is based on the MQ-Problem which is defined as 
follows: 
    Definition 2. Given m quadratic polynomials p1,...,pm in n variables over a finite field, find a 
vector 1( ,..., ) n

nx x K= ∈x such that 1( ) ... ( ) 0mp p= = =x x . 

    This problem is proven to be NP-hard even for quadratic systems over the field of two 
elements [4]. 
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    However, for most of the existing multivariate public key cryptosystems, the coefficients of 
the public system P (P is a collection of m quadratic polynomials p1,...,pm in n variables) are 
not chosen randomly. Instead one starts with an easily invertible quadratic map F (called cen- 
tral map) and combines it with two invertible affine maps S and T to get a public key of the 
form P = S ◦ F ◦ T . Therefore, the security of the scheme is based not only on the MQ-Problem, 
but also on the IP-Problem (defined as follows). 
    Definition 3. The Problem of Isomorphism of Polynomials (abbreviated IP Problem) is the 
problem to find an isomorphism (S,T) from P to F, where P and F are two public sets of u 
quadratic equations, and S and T are isomorphic. 
    There is not much knowledge about the hardness of the IP-Problem, and this is the main 
obstacle for researchers to give security proofs for their multivariate public key cryptosystems. 

2.4 UOV Signature Scheme 
The idea of the Oil and Vinegar trapdoor was first proposed by J. Patarin and comes from his 
cryptanalysis of the Matsumoto-Imai scheme [9]. However, the original scheme was broken 
by Kipnis and Shamir in [31], and it was recommended in [6] to choose v > o (Unbalanced Oil 
and Vinegar). The UOV scheme is a single field construction, so we work solely in the 
polynomial ring K[X], where X = x1,...,xn. We divide the variable set X into two sets: Vinegar 
variables (xi)i∈V, V = {1,...,v} and Oil variables (xi)i∈O, O = {v + 1,...,n}. Here |V | = v, |O| = o 
and v + o = n. We define o quadratic polynomials qk(X) = qk(x1,...,xn) by 
 

( ) ( ) ( ) ( )

, , ,
( ) , 1,...,k k k k

k ij i j ij i j i i
i O j V i j V i j i V O

q X x x x x x k oα β γ η
∈ ∈ ∈ ≤ ∈ ∪

= + + + =∑ ∑ ∑      (6) 

 
    The map Q = (q1(X),...,qo(X)) can be easily inverted. First, we choose the values of the v 
Vinegar variables x1,...,xv at random. Then we may get a system of o linear equations in the o 
variables xv+1,...,xn which can be solved by Gaussian elimination. If it does not have a solution, 
we simply choose other values of x1,...,xv and try again. The public key P of the UOV scheme 
consists of o quadratic polynomials in n variables: 

(1) ( )

(1) (1) (1) ( ) ( ) ( )
0 0

1 1 1 1

( ,..., )

,...,
.

o

n n n n n n
o o o

ij i j i i ij i j i i
i j i i i j i i

P p p

p x x p x p p x x p x p
= = = = = =

=

 
= + + + + 
 
∑∑ ∑ ∑∑ ∑

 

    To hide the structure of Q in the public key, one concatenates it with an affine invertible 
map T : Fn→ Fn, then the public key of the UOV signature scheme is P = Q ◦ T. 

3. Description of Our Signature Scheme 

3.1 New Inversion Algorithm from N-dimensional Hyper-sphere over Finite 
Field 
As we have mentioned before, we are interested in finding some technique to solve 
multivariate equations with certain quadratic terms. Luckily we find that it can be solved using 
technique of N-dimensional hyper-sphere over finite field. The method is straight-forward. 
Assume we have to solve a system of multivariate equations as follows: 
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2 2 2
1 1,1 2 1,2 1, 1

2 2 2
1 2,1 2 2,2 2, 2

2 2 2
1 ,1 2 ,2 ,

( ) ( ) ... ( )
( ) ( ) ... ( )

...
( ) ( ) ... ( )

n n

n n

m m n m n m

x c x c x c r
x c x c x c r

x c x c x c r

 − + − + + − =
 − + − + + − =


 − + − + + − =

                               (7) 

 
    If we treat the variate (x1,x2,...,xn) as a point on the (n−1)-sphere determined by C = 
(c1,1,c1,2,...,c1,n) and r1. Solving the first one of the above equations is equal to find a point of 
pN−1different points on such hyper-sphere, Similarly, solving the first two of the above 
equations is to find a point of different points on the intersection of two (n-1)-spheres 
determined by C = (c1,1,c1,2,...,c1,n) and r1 and C = (c2,1,c2,2,...,c2,n) and r2, respectively. If there is 
no intersection of these hyper-spheres, the solution fails and there is no solution for these 
equations. To illustrate, we can take a look at the 1-sphere situation. That is, assume we want 
to solve a system of multivariate equations with two variate as follows: 
 

2 2
1 11 2 12 1

2 2
1 21 2 22 2

2 2
1 31 2 32 3

( ) ( )
( ) ( ) .
( ) ( )

x c x c r
x c x c r
x c x c r

 − + − =
 − + − =
 − + − =

 

   
 Without loss of generality, we assume these three equations form three circle (A1,A2,A3) in a 
plane in Fig. 2. The inversion of such system is to find the intersection point of these three 
circle (named G in Fig. 2). On the other side, if we assume these three equations form three 
circle (A1,A2,A4) in a plane in Fig. 2. It is obviously there is no intersection of these three 
hyper-spheres, the solution fails and there is no solution for this system. In addition, assume 
that there are only two equations from two circle in the system as follows 
 

2 2
1 11 2 12 1

2 2
1 21 2 22 2

( ) ( )
.

( ) ( )
x c x c r
x c x c r

 − + − =


− + − =
 

    
 If these two equations are form two circle (A1,A2) in a plane in Fig. 2, we can see that there are 
two solutions (point G and point E in Fig. 2). However, if these two equations are form two 
circle (A2,A4), there is no solution for this system. 
 

 
Fig. 2. Inversion example for 1-sphere 
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    As the same situation on linear inversion of UOV scheme, we do not need to consider 
whether there is solution or not, since we can just reselect the value of vinegar variate to fix it. 
Thereby, the main problem of inversion becomes how to find a point on the intersection of the 
hyper-spheres in a system if we assume there is indeed some intersection of all the 
hyper-spheres. Our inversion algorithm of a systems like (7) can be described as follows in 
Algorithm 1: 
 

Algorithm 1 Inversion( sys ) 
Input:  
       sys: m equations of (n-1)-spheres with the form (7); 
Output: 
      X: X = (x1,...,xn) is the coordinates of a point in n-dimension space ; 
 
1: Obtain m equations with n multivariate from sys: 

2 2 2
1 1,1 2 1,2 1, 1

2 2 2
1 2,1 2 2,2 2, 2

2 2 2
1 ,1 2 ,2 ,

( ) ( ) ... ( )
( ) ( ) ... ( )

;
...

( ) ( ) ... ( )

n n

n n

m m n m n m

x c x c x c y
x c x c x c y

x c x c x c y

 − + − + + − =
 − + − + + − =


 − + − + + − =

 

2: Subtract the above j-th equation from the (j + 1)-th equation, j = 1,2,...,m and obtain : 
2 2 2 2

2,1 1,1 1 2, 1, 1,1 2,1 1, 2, 1 2

2 2 2 2
,1 1,1 1 , 1, 1,1 ,1 1, , 1

(2 2 ) ... (2 2 ) ( ) ... ( )
;

(2 2 ) ... (2 2 ) ( ) ...
.

( )
..

n n n n n

m m m n m n n m m m n m n m m

c c x c c x c c c c y y

c c x c c x c c c c y y− − − − −

 − + + − + − + + − = −


 − + + − + − + + − = −

 

3: Repeat 
4: Randomly choose the values of the last n-m multivariate (xm,..,xn) in K and obtain: 

2,1 1,1 1 2, 1 1, 1 1 1

,1 1,1 1 , 1 1, 1 1 1

(2 2 ) ... (2 2 )
...

(2 2 ) ... (2 2 ) ,

m m m

m m m m m m m m

c c x c c x r

c c x c c x r

− − −

− − − − − −

 − + + − =


 − + + − =

 

     where 2 2
1 , 1, 1, ,

1
(2 2 ) ( ),1 1

n n

i i i i j i j j i j i j
j m j

r y y c c x c c i m+ + +
= =

= − + − + − ≤ ≤ −∑ ∑ ; 

5: Solve the above equations using Gauss elimination and obtain x1,..,xm−1; 
6: Until 2 2 2

1 11 2 12 1 1( ) ( ) ...( )n nx c x c x c y− + − + − =  

7: Return 1( ,..., )nX x x= . 
 
    From the above algorithm, we can see that the inversion needs also only the linear 
elimination, so the computing complexity is competitive. But you can see we will have many 
advantages below in our constructions. 

3.2 HS-Sign: The Proposed UOV-like Signature Scheme 
Similar to the UOV scheme, our proposed scheme is also a single field construction, so we 
work solely in the polynomial ring K[X], where X =x1,...,xn. We divide the variable set X into 
two sets: Vinegar variables (xi)i ∈V, V = {1,...,v} and Oil variables (xi)i ∈O, O = {v + 1,...,n}. 
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Here |V | = v, |O| = o and v + o = n. We use a new set VO denotes the first o variables of the 
vinegar variables. Then we define m quadratic polynomials qk(X) = qk(x1,...,xn) by 
 

( ) 2 ( ) ( ) ( )
,

, ,
( ) ( )

O

k k k k
k i O j V i i ij j ij i j i i

i j V i j i V
q X x c x x x xα β γ η∈ ∈

∈ ≤ ∈

= − + + +∑ ∑ ∑                      (8) 

 
    where ( ) ( ) ( ) ( )   ,  , , ,k k k k

i ij ij icα β γ η  are randomly selected in the ground field K, and map Q = 
(q1(X), . . . , qm(X)) is kept as secret key and can be easily inverted. The inversion is 
straightforward. Firstly, we divide all the equations with αi. Secondly, we choose the values of 
the v vinegar variables at random. Then we can get a system of m equations with the form of 
hyper-spheres in the o variables x1,...,xo which can be solved by using the above inversion 
algorithm described in Algorithm 1. Also, to hide the structure of the above Q in the public key, 
we concatenate it with an affine invertible map T, then the public key of our proposed 
signature scheme is P = Q ◦ T. 
 

3.3 Construction of HS-Sign 
The details of our scheme are as follows. 
    The key generation algorithm Gen (described in Algorithm 2) takes as inputs the 
underlying field, the number of Oil and Vinegar variables, the number of multivariate 
quadratic polynomials and returns the private central map Q ,the hiding affine invertible map T 
and the public map P, where P = Q ◦ T. 
 
Algorithm 2 Gen( K,o,v,m) 
Input:  
      K: the ground field (e.g. K = GF(31)); 
      o,v: the number of Oil and Vinegar variables respectively; 
      m: the number of multivariate quadratic polynomials; 
Output: 
     (Q,T): the private central map Q ,the hiding affine invertible map T : Fn→ Fn; 
     P: the public map P, where P = Q ◦ T; 
 
1: Choose coefficients of the central map at random and construct Q with m quadratic polynomials in 
the form of (8); 
2: Choose an n × n invertible matrix T at random, where n = o + v; : 
3: Compute coefficients of public polynomials by composing Q and T and constructP; 
4: Return ( , , )Q T P . 
 
    The construction of signing algorithm Sign of our scheme is to use the above inversion 
Algorithm 1 and is described in Algorithm 3. 
 
Algorithm 3 Sign( M,(T,Q)) 
Input:  
      M: the message to sign; 
      (T,Q): the private key to sign the message; 
Output: 
     V : the signature on message M; 
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1: y M← ; 
2: Repeat 
3: v

v Rx k∈ ; 
4: Substitute xv into Q and get a system of equations Q = y; 
5: Divide each equations with αi and get a system like (7); 
6: Solve the system and get xn = X using algorithm 1; 
7: Until nx ≠ ∅  ; 

8: 1( , )n vX T x x−← ; 

9: Return V X= . 
 
    At last, the verification algorithm Ver(V ,M) returns 1 if P(V) = M, otherwise it returns 0. 

4. Security Analysis 
We begin this section by an observation. 
Observation 1.  HS-Sign is as least as secure as the UOV scheme. More precisely, it is equal 
to a UOV scheme with some random Oil-Oil terms. 
proof. Typically, the central map Q of our construction is 

( ) 2 ( ) ( ) ( )
,

, ,
( ) ) ,(

O

k k k k
k i O j V i i ij j ij i j i i

i j V i j i V
q X x c x x x xα β γ η∈ ∈

∈ ≤ ∈

= − + + +∑ ∑ ∑  

    by expansion, the multivariate polynomials become 
2 ( ) 2 ( ) 2 ( ) ( )

, ,
, ,

( ) 2 ,
O O

k k k k
k i i i O j V i ij i j i O j V i j ij j i i

i O i j V i j i V
q X x c x x x x xα α α β γ η∈ ∈ ∈ ∈

∈ ∈ ≤ ∈

= + + + + +∑ ∑∑ ∑ ∑
    if we let 

( )
( ) ( ) ( )

( )

,
2 , .

,

k
i ijk k k

ij i ij ij k
ij

i j
c

others
α β

λ α µ
β

 + == = 


 

    Then the multivariate polynomials become 
2

( ) ( ) 2 ( ) ( )
,

, ,
.

( )

+
O

k i i
i O

k k k k
i O j V ij i j ij j i i

i j V i j i V

q X x

x x x x

α

λ µ γ η
∈

∈ ∈
∈ ≤ ∈

= +

+ +

∑

∑ ∑ ∑
 

    Since ( ) ( ) ( ) ( )   ,  , , ,k k k k
i ij ij icα β γ η  are randomly selected in K, ( ) ( ),k k

ij ijλ µ  are also random, 
compare the above polynomials with a UOV center map, it is obvious that the polynomials is a 
UOV structure with some random Oil quadratic terms 2( )i i

i O
xα

∈
∑ . So our proposed signature 

scheme is equal to a basic UOV scheme with some random Oil-Oil terms. 
    Next we will study the security of the current attack technique on our proposed scheme in 
order to additionally show how much we get from this observation. 

4.1 The Kipnis and Shamir Attack  
The Kipnis and Shamir Attack [31] is first proposed by Kipnis and Shamir to attack the 
balanced Oil and Vinegar (OV) scheme. The goal of this attack is to find the pre-image of the 
Oil subspace O = {x ∈ Kn: x1= ... = xv = 0} under the affine invertible transformation T. To 
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achieve this, it forms a random linear combination 
1

o
j jj

P Hβ
=

=∑ , multiplies it with the 

inverse of one of the Hi and figures out the invariant subspaces of this matrix. 
    The Kipnis and Shamir attack is extremely efficient to the OV scheme. Since there are no 
Oil-Oil terms in the OV scheme, it takes only O(m4) to break a (q,v,o)-OV scheme. However, 
in the balanced situation of HS- Sign, this attack is useless because of the existence of o 
random Oil-Oil terms. Taking into account a exhaustive search for these random variate, the 
complexity of this attack on HS-Sign is O(qom4). 
    Now we take a look at the unbalanced situation, as described in the recent technique [33], 
the Kipnis and Shamir attack takes time about O(qv−o−1o4) to break a (q,v,o)-UOV scheme. 
However, while using such technique to attack HS-Sign, the invariant Oil subspaces is not 
unique, and is hidden by the inserting random Oil quadratic terms, also taking into account the 
enumeration of the random Oil quadratic terms, it will take time about O(qv−1o4) to break 
HS-Sign scheme. 
    To illustrate, we give an analysis example below. If we represent a UOV scheme’s central 
polynomial by its corresponding matrix, and the Vinegar variables are denoted by its first v = 
52 variables. Then the matrices of the polynomials in central equation should be in the form of 
Fig. 3. 
 

 
Fig. 3. Corresponding Matrix of Oil-Vinegar Scheme 

 
    In Fig. 3, the grey areas represent the random entries while blank areas denote zero entries. 
The rest part of this paper follows the same rules. If we represent an HS-Sign’s central 
polynomial by its corresponding matrix, and the Vinegar variables are denoted by its first v = 
52 variables. Then the matrices of the polynomials in central equation should be in the form of 
Fig. 4. 
    To further show the above situation of resistance to KS attack in both schemes, we run three 
small parameters tests programmed with MAGMA [34] v2.20-5, which contains an efficient 
implementation of F4 algorithm [35] for computing Gröbner bases. All experiments are 
running on an Inspur NF5280M3 server, with two Intel Xeon E5-2660V2 CPUs (10 cores and 
2.2GHz each core) and 192 GB of main memory and the operation system is RedHat Linux 6.4. 
Each scheme we test for 100 times and record its average attacking time. The result is shown in 
Table 1. 
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Fig. 4. Corresponding Matrix of HS-Sign 

 
Table 1. Result of experiments with KS attack 

Schemes UOV HS-Sign 
Parameters 1 

Time(s) 
Memory(MB) 

(GF (5),4,4) 
0 

128 

(GF (5),4,4) 
1.566 
128 

Parameters 2 
Time(s) 

Memory(MB) 

(GF (5),4,8) 
13.211 

128 

(GF (5),4,8,4) 
15.435 

128 
Parameters 3 

Time(s) 
Memory(MB) 

(GF (7),3,6) 
16.861 

128 

(GF (7),3,6,4) 
18.92 
128 

 
    From Table 1 we can see that the attacks of UOV is extremely fast when o = v, while it 
requires a few seconds to attack HS-Sign with the same parameters. Also the attack 
requirements of HS-Sign is larger than that of UOV in the same unbalanced parameters. 
Note that this is an inspiring result on HS-Sign, which means that we can choose a wider range 
of parameters, i.e., even choose the same number of Oil and Vinegar variate. 

4.2 Exhaustive Search Attack  
The best exhaustive search algorithm is described in [36], which breaks MQ(n, m, F2) in 
2n+2· log2n bit operations. Additionally, a traditional exhaustive search algorithm needs q · (n 
+ 1) · qn bit operations to break our scheme. 
    Note that the best exhaustive search attack algorithm is valid only under the field of 
characteristic 2. To the best of our knowledge, there is still no other fast algorithms solving 
arbitrary fields. In the case of HS-Sign, it only uses the field of odd characteristic, which 
makes it efficiently be resistant to exhaustive search attack. 

4.3 Rank Attack  
Let Hi be the symmetric matrix representing the homogenous quadratic part of the i-th public 

polynomial. In the MinRank attack one tries to find linear combinations 1

m
i ii

H Hα
=

=∑  of 
the matrices representing the homogeneous quadratic parts of the public polynomials such that 
rank(H) = rlen. While in the HighRank attack one tries to identify the variables appearing the 
lowest number of times in the central equations. To do this, one forms random linear 
combinations H of the matrices Hi, if H has nontrivial kernel, one checks if the solution set of 



3178                                                                Chen et al.: HS-Sign: A Security Enhanced UOV Signature Scheme Based on Hyper-Sphere 

equation 1
( ) ker 0m

i ii
H Hλ

=
⋅ =∑  has dimension n-o. In the case of HS-Sign, one can find that 

all the matrices Qi representing the homogeneous quadratic parts of the central equations have 
full rank n. And this prevents the MinRank attack. Furthermore, all variables x1,...,xn appear in 
each of the o central equations, which prevents HighRank attacks. More precisely, the full 
rank rate in the associated central symmetric matrix of HS-Sign is close 

to
2

( 1)/2
1
( 1)nn n i

i
n

q q

q

−
=

−∏
(equal to the full rank rate of random matrix). 

    To further show this fact, similar to the work in [5], we run 10000 rank tests on each 
HS-Sign and record rank situation of them. The result is shown in Table 2. 
 

Table 2. Rank situation of 10000 rank tests in HS-Sign (GF(31)) 
HS-Sign (o,v,m) (8,16,8) (10,20,10) (12,24,12) (16,32,16) (20,40,20) 

Rank(H) 
n 

n-1 
n-2 

9965 
35 
0 

9960 
40 
0 

9959 
41 
0 

9964 
36 
0 

9958 
42 
0 

 

4.4 Direct Attack  
There are many direct attack algorithms working on MPKCs, such as Gröbner basis 
techniques and its variants F4 [35]. The idea of direct attack on our scheme is to add n-m linear 
equations. In this way, the number of variables can be reduced to m so as to create a 
determined system. On the other hand, a system with v+o variables and m equations is 
expected to have q(n-m)solutions on average. Therefore, adding a total of n-m linear equations 
will lead to one solution on average. Repeating this experiment a few times, we will find at 
least one solution. Still the concrete complexity of these algorithms are not fixed, but experts 
believe [37] that these methods will go up to a certain degree D0 and then require the solution 

of a system of linear equations with T variables, where T is greater than
0 1
n

D
 
 − 

, and this will 

take at least 2( )poly n T⋅  bit operations, where ( ) 3( )( -1) / 2poly n n n=  under some hard 
assumptions. 
    In the case of HS-Sign, because of the linear affine transformation T, despite the difference 
of our construction of central map from a regular UOV, HS-Sign’s public key also look totally 
random. Thus we expect HS-Sign have the same security level against direct attack as a 
regular UOV. To further show that our scheme can resist direct attack, we also carried out a 
number of experiments with MAGMA [34] v2.20-5, Table 3 shows the results of our 
experiments to attack an instance of our scheme in GF(31). 
    As Table 3 shows, the time and memory complexity increase as n grows. Also the memory 
increases as n grows which indicated that complexity is exponential. And we also chose 
random quadratic equations of the same dimensions as described in Table 4. It can find that 
the time and memory needed to solve such equations using Gröbner bases is essentially the 
same that is needed to solve the quadratic equations from HS-Sign. 
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Table 3. Result of experiments with direct attack on HS-Sign 
Parameters Time(ms) Memory(MB) 

o = 3, v = 6, m = 4 0.020 0.4 
o = 4, v = 8, m = 5 0.250 30 
o = 5, v = 10, m = 6 3.660 840 
o = 6, v = 12, m = 7 326.600 7061 
o = 7, v = 14, m = 8 11780 170021 

 
Table 4. Result of experiments with direct attack on random quadratic equations 

Parameters Time(ms) Memory(MB) 
n=9, m = 4 0.020 0.9 

n = 12, m = 5 0.240 32.1 
n = 15, m = 6 3.609 828.2 
n = 18, m = 7 326.439 7093 
n = 21, m = 8 11515 170152 

 

4.5 UOV Reconciliation Attack  
UOV reconciliation attack [38] could be viewed as an improved version of direct attack. It 
tries to find a sequence of basis that could transform the public key of UOV into the central 
Oil-Vinegar form. However, the main part of this attack is still direct attack. Its complexity 
could be transformed into directly solving a quadratic system of m = o equations in v variables. 
For a regular UOV, since v > o, directly solving public key of UOV or using reconciliation 
attack could all be transferred to directly solving an underdefined system(number of variables 
is greater than the number of equations). Before applying direct attack to an under-defined 
system, one should assign random values to variables to make the whole system a generic one 
or overdefined one [39]. Consequently, reconciliation attack against UOV is as difficult as a 
direct attack against it since both of them end up with solving a generic or over-defined system 
of quadratic equations with the same number of equations. Because of the linear affine 
transformation T, the public key of HS-Sign looks totally random so that we expect HS-Sign 
have the same security level against UOV reconciliation attack as a regular UOV. To verify 
our conclusions, we also develop magma programs about HS-Sign and regular UOV against 
such attack, we choose three small scale groups of parameters for each scheme. For each 
scheme, we test for 100 times and record their average attacking time. The results are listed 
in Table 5. 
 

Table 5. Result of experiments with UOV reconciliation attack 
Schemes UOV HS-Sign 

Parameters 1 
Time(s) 

Memory(MB) 

(GF (4),4,4) 
0.529 
128 

(GF (3),4,8,4) 
0.496 
128 

Parameters 2 
Time(s) 

Memory(MB) 

(GF (5),4,8) 
3.201 
128 

(GF (5),4,8,4) 
3.435 
128 

Parameters 3 
Time(s) 

Memory(MB) 

(GF (7),3,6) 
0.718 
128 

(GF (7),3,6,4) 
0.752 
128 
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4.6 Other Attacks 
There exists other attacks besides the above algebraic attacks in MPKC, such as the 
Thomae-Wolf attack, linearization equation attack and differential attack. However, according 
to the characteristics of these attacks, we find that they are inapplicable to attack HS-Sign. 
Below we show the analysis. 
    The Thomae-Wolf attack [40] is an efficient algebraic key recovery attack to break 
Enhanced STS, Enhanced TTS and their variants. This attack mainly makes use of “good 
keys” and “missing cross-terms” to attack systems. The good keys are a generalization of 
equivalent keys in a MPKC scheme, and the Thomae-Wolf attack is a generalization of the 
Rainbow Band Separation attack. Consequently, Thomae and Wolf demonstrated that the 
attack is inapplicable for a non-multilayer construction, such as UOV. In the case of HS-Sign, 
it is also a non-multilayer construction, so we can affirm that the Thomae-Wolf attack is 
inapplicable for HS-Sign.  
    The linearization equation attack is first discussed in [41] to break C*. Later, the high order 
linearization equation attack [42] was proposed to attack the MFE cryptosystem. The core 
essence of linearization equation attack is to construct a potential bijection between the 
ciphertext and the plaintext. However, the central map of HS-Sign is not a bijection, so the 
attack cannot work on HS-Sign. 
    The differential attack is successfully applied to break C*, PMI and Sflash. In this attack, 
one uses the fact that the differential of the public key of any MPKC is an affine map, and the 
dimension of the kernel of the differential is invariant. According to these facts, one can gain 
some information about the secret key to attack the corresponding cryptosystem. However, in 
the case of HS-Sign, the dimension of the expected kernel has no invariant in the central map. 
Thus, the attacker cannot find some linearly independent vectors to build the kernel. So the 
differential attack is unpractical to attack HS-Sign. 

4.7 Attack Complexity  
From the above security analysis, we see that the best known attack to HS-Sign is the direct 
attack. In [39], Bettale et al. asserted that, for a semi-regular system, the computational 

complexity of F5 is bounded by 
1reg

reg

n d
O m

d

ω  + −         
, where n is the number of variables, 

m is the number of equations, ω is a linear algebra constant and 2 ≤ ω ≤ 3, in general we set 
ω = 2 for cryptanalyst, dreg is the degree of regularity of the system, which is the index of the 
first non-positive coefficient in the Hilbert series Sm,n with 
 

1
,
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i
m d
i

m n n

z
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z
=

−
=

−
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where di is the degree of the i-th equation.  
    In the case of HS-Sign, if we let n = αm, since the degree of regularity is associated with n 
and m, then the complexity of HS-Sign is determined by m. when m ≥ 24, n ≥ 54, we can 
gain the degree of regularity of HS-Sign dreg ≥ 13, and then the attack complexity of HS-Sign 
over these parameters is greater than 280. 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 6, June 2017                                          3181 

5. Experiments and Comparisons 

5.1 Performance of HS-Sign and Comparisons 
Suppose that the length of the prime p in binary expression is L bits. Table 6 shows the 
performance requirements of HS-Sign and UOV. 
 

Table 6. Performance Requirements by our Proposed Signature Scheme and the Baseline Scheme 
 HS-Sign(q,o,v,m) UOV(q,o,v) 

Private key size(bit) 
( ( 1) / 2)
( 1) ( 1)

o m o o v v
L

m n n n
+ ⋅ ⋅ + ⋅ + 

⋅ + ⋅ + + ⋅ + 
 

( ( 1) / 2)
( 1) ( 1)

m o v v v
L

m n n n
⋅ ⋅ + ⋅ + 

⋅ + ⋅ + + ⋅ + 
 

Public key size(bit) 
( 1)( 2)( )

2
n nm L+ +

⋅⋅  
( 1)( 2)( )

2
n no L+ +

⋅⋅  

Key generation 2( )O o n⋅  2( )O o n⋅  
Signature generation ( ) ( )O m v m m o m S⋅ + + ⋅ − +  ( )O o v S⋅ +  
signature verification ( )O n  ( )O n  

  Notation for Table 6: 
  o,v: the number of Oil and Vinegar variables respectively; 
  n: n = v + o; 
  m: the number of multivariate polynomials; 
  S: average time required by a Gaussian Elimination function. 

5.1.1 Private Key Size 
In UOV, each signature needs to store the coefficients of all the central mapping polynomials 
and the affine invertible map, each polynomial contains (o · v + v · (v + 1)/2 + n + 1) + n · (n 
+ 1)) elements, the affine invertible map contains n·(n + 1) elements and the number of 
polynomials is o, so the private key size is (o · (o · v + v · (v + 1)/2 + n + 1)+n·(n+1))·L bits. 
And in our proposed signature scheme, we can see that each polynomial contains o + (o · o + 
v · (v + 1)/2+ n+ 1) elements, the affine invertible map contains n · (n + 1) elements, the 
number of polynomials is m, but the first o elements is equal in each polynomial, so the private 
key size is (o+m·(o·o+v·(v+1)/2+n+1)+n·(n+1))·L bits. 

5.1.2 Public Key Size 
In UOV, each signature needs to store the total coefficients of all the public polynomials, we 
can find that these polynomials are randomly multivariate quadratic polynomials with n 

variate, so the public key size is ( 1)( 2)( )
2

n no L+ +
⋅⋅  bits. And HS-Sign gets the same 

conclusion except the number of polynomials is m. 

5.1.3 Computation on Key Generation 
The main computation of key generation in UOV is to randomly construct the map Q and P. It 
will need O(n2) to construct a random polynomial, so the computation complexity of key 
generation is O(o · n2). And so is HS-Sign.  

5.1.4 Computation on Signature Generation 
The main computation of signature generation in UOV is to evaluate the polynomials with the 
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random v vinegar variables and solve o linear equations in the o variables. So the computation 
complexity of key generation is O(o · v)+S. In HS-Sign, we need firstly to evaluate the 
polynomials with the random v vinegar variables with m polynomials, and then subtracting the 
m polynomials, and evaluate the polynomials with the random o-m variables and finally solve 
m linear equations in the m variables, so the complexity of key generation is O(o · n2). 

5.1.5 Computation on Signature Verification 
The main computation of signature generation in UOV is to evaluate the public polynomials 
with the signature. So the computation complexity of key generation is O(n). This conclusion 
also comes to HS-Sign. 

5.2 Practical parameters for HS-Sign and Comparison 
According to the above security analysis, we suggest that three practical parameter sets: {q = 
31, o = 26, v = 52, m = 24}, {q = 253, o = 32, v = 64, m = 28} and {q = 253, o = 48, v = 96, m 
= 40}. Then, Table 7 compares HS-Sign with the baseline scheme UOV. 
 

Table 7. Comparison of our Proposed Signature Scheme and UOV 
Security Schemes HS-Sign(q,o,v,m) UOV(q,o,v) 

 
280 

Parameters  
Oil-Oil terms 

Public key 
Private key 

(31,26,52,24) 
Yes 

9.25 KB 
7 KB 

(32,26,52) 
No 

10.03 KB 
9.67 KB 

 
296 

Parameters  
Oil-Oil terms 

Public key 
Private key 

(253,32,64,28) 
Yes 

128.4 KB 
94.9 KB 

(256,32,64) 
No 

148.53 KB 
139.13 KB 

 
2128 

Parameters  
Oil-Oil terms 

Public key 
Private key 

(253,48,96,40) 
Yes 

408.6 KB 
250.78 KB 

(256,48,96) 
No 

490.36 KB 
451.24 KB 

 
    As Table 7 shows, HS-Sign can produce shorter public key and private key than the 
baseline schemes. The reason for this is that we can adjust the parameters more concisely to 
get the same security level in HS-Sign. Also there are Oil-Oil terms in HS-Sign so that we can 
expect more resistance of structural attack of HS-Sign than that of the baseline schemes. 

5.3 Running Time of HS-Sign and Comparison 
To further show the efficiency of HS-Sgin, we compare it with other signature schemes 
(including multivariate signature schemes and non-multivariate signature schemes) from the 
length of the message, length of the signature, size of the public key, size of the secret key, 
signing time and verification time. 

5.3.1 Comparison with other multivariate signature schemes 
We compare HS-Sign with Gui [43], QUARTZ [17], UOV and Rainbow [44], which are 
current secure and promising multivariate signature schemes. All the schemes are running in 
MAGMA V2.19, with the hardware and software below: The CPU is Intel Xeon E5-2660V2 
(10 cores and 2.2GHz each core), the memory is 192GB, the operating system is Redhat 9.0. 
Here we let all the scheme with security level 280and the comparison results are summarized 
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in Table 8 in terms of efficiency and storage. 
 

Table 8. Comparison between HS-Sign and other multivariate signature schemes 
Schemes Parameters Message(bit) Signature(bit) PK(KB) SK(KB) Sign(ms) Ver(ms) 

Gui 
QUARTZ 

UOV 
Rainbow 
HS-Sign 

(96,5,6,6) 
(103,129,3,4) 

(32,26,52) 
(256,18,12,12) 
(31,26,52,24) 

160 
160 
130 
192 
120 

128 
128 
390 
336 
390 

61.6 
71.9 
10.03 
22.17 
9.25 

3.1 
3.1 

9.67 
17.33 

7 

89 
387 
192 
54 
187 

12 
36 
37 
19 
31 

 
    From Table 8 we can see that the signing time of HS-Sign is faster than that of UOV and 
QUARTZ, but a little slower than that of Gui and Rainbow scheme in the same security level, 
the reason is that both Gui and Rainbow are known for their quick computing but their security 
is questionable although they are secure now. More precisely, for Rainbow, there exists quite a 
lot of structural attacks such as Rainbow Band Separation and the Thomae-Wolf attack, while 
in the case of Gui, it is a simple combination of HFE with the vinegar method and the minus 
method, and its core scheme HFE are broken with the first challenge in [45]. Also, the public 
and private key size of HS-Sign is smaller than most of the other schemes, except the private 
key size of Gui and QUARTZ, the reason is that these two schemes are mixed field 
constructions. Finally for the message and signature size, all the schemes are approximated. 
The result shows that HS-Sign is competitive with all the current promising MPKC schemes, 
so we think it is a promising MPKC scheme. 

5.3.2 Comparison with other non-quantum signature schemes 
At present, there are many non-multivariate public key signature schemes, such as RSA [46], 
ECDSA [47] and so on. To show the performance of HS-Sign, we also compare it with RSA, 
ECDSA on the same security level of 280, 296and 2128. The comparison results are shown in 
Table 9. Since traditional asymmetric cryptosystems such as RSA and ECC implemented in 
OpenSSL have already taken the advantages of Streaming SIMD Extensions (SSE), which is 
an SIMD instruction set extension to the x86 architecture. SSE can pack eight 16-bit integer 
operands in its 128-bit xmm registers and do eight integer operations per cycle. We thereafter 
implement HS-Sign using SSE instructions on a Dell workstation with Intel E5-2609 2.4GHz 
CPU and Table 9 shows the result. 
 

Table 9. Comparison between HS-Sign and other multivariate signature schemes 
Security Schemes Parameters PK(Byte) SK(Byte) Signature(bit) Sign(ms) Ver(ms) 

 
280 

RSA 
ECDSA 
HS-Sign 

1024  
nistk163 

(31,26,52,24) 

128 
40.75 
9472 

128 
20.375 
7168 

1024 
326 
390 

0.30 
0.34 
0.23 

0.02 
0.93 
0.12 

 
296 

RSA 
ECDSA 
HS-Sign 

2048  
nistk233 

(253,32,64,28) 

256 
58.25 

131482 

256 
29.125 
97178 

2048 
466 
768 

2.14 
1.15 
0.39 

0.06 
2.38 
0.20 

 
2128 

RSA 
ECDSA 
HS-Sign 

3072  
nistk283 

(253,48,96,40) 

384 
69.5 

418406 

384 
35.375 
256799 

3072 
556 

1152 

6.69 
2.57 
0.41 

0.14 
3.67 
0.78 

 
    From Table 9 we can see that the signing time of HS-Sign is about servel times faster than 
that of ECDSA scheme, but a little slower than that of RSA scheme in the same security levels, 
this result shows that HS-Sign is competitive with the traditional asymmetric cryptosystems. 



3184                                                                Chen et al.: HS-Sign: A Security Enhanced UOV Signature Scheme Based on Hyper-Sphere 

The public key size and the private key size is much larger than that of both the RSA and 
ECDSA scheme, but considering that these keys do not need to update frequently, and this 
result is acceptable in the field of MPKC. Also we can see that the signature size of HS-Sign is 
smaller than that of RSA, and a little larger than that of ECDSA. 

6. Conclusion 
In this paper, motivated by two problems that are “to find inversion solution of quadratic 
multivariate equations” and “to find another structure with some random Oil-Oil terms for 
UOV”, we proposed a new UOV-like multivariate public key digital signature scheme called 
HS-Sign based on hyper-spheres over finite field. A highlight of this paper is that it is a good 
exploration of MPKC systems, since HS-Sign is focusing on the intuitive drawbacks of UOV 
and is basing on hyper-spheres. We observe that HS-Sign is equal to UOV scheme with some 
random Oil-Oil terms and security analysis show that HS-Sign has better security resistance 
under current attack techniques on MPKC system than UOV. We have also implemented our 
new scheme and the baseline schemes to show the efficiencies and comparisons.  The results 
show that HS-Sign has exponential  attack complexity and HS-Sign is competitive with other 
signature schemes in terms of the length of the message, length of the signature, size of the 
public key, size of the secret key, signing time and verification time. 
    In the future work, we plan to find solutions to the drawbacks of other MPKC schemes, such 
as HFE, Rainbow, etc. 
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