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Abstract 
 

Recent studies have shown that the flow table size of hardware SDN switch cannot match 
the number of concurrent flows. Combined SDN Forwarding Element (CFE), which 
comprises several software switches and a hardware switch, becomes an alternative approach 
to tackle this problem. Due to the limited capacity of software switch, the way to route concurrent 
flows in CFE can largely affect the maximum delay that a flow suffers at CFE. As delay-guarantee is 
a nontrivial task for network providers with the increasing number of delay-sensitive 
applications, we propose an analytical model of CFE to evaluate a rules placement solution 
first. Next, we formulate the problem of Rules Placement with delay guarantee in CFE 
(RPCFE), and present the genetic-based rules placement (GARP) algorithm to solve the 
RPCFE problem. Further, we validate the analytical model of CFE through simulations in 
NS-3 and compare the performance of GARP with three benchmark algorithms.  
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1. Introduction 

Software defined network (SDN) separates the control function and the data function of 
networking devices. The SDN controller decides what the rules are and where the rules are 
placed, while the SDN switches store the rules and carry out the actions corresponding to the 
rules. A packet will be forwarded to the controller if no match is found in switch, therefore the 
delay of this packet will be increased. On the other hand, the lookup performance of the switch 
will also affect the delay of a packet. So, the size and lookup speed of flow tables are the key 
metrics of switch performance. 

OpenFlow [1] has become the most popular protocol in SDN. Openflow switches can be 
classified into software switches and hardware switches [2, 3] based on the types of flow tables. 
Ternary Content Addressable Memory (TCAM) has become an indispensable choice of 
hardware switch because of its faster lookup speed and its support for wildcard matching. 
Nevertheless, the size of TCAM in hardware switch is limited as a result of the high cost and 
energy consumption of TCAM [4]. Recent studies have established that the flow table size of 
hardware switch cannot match the number of concurrent flows [5,6,7]. The flow table (e.g. 
SRAM) in software switch, on the other hand, has slower lookup speed, lower cost and energy 
consumption. Combined SDN Forwarding Element (CFE), which comprises several software 
switches and a hardware switch, becomes a trade-off between the size and lookup speed of the 
flow table.  

Most recently, [8] has proposed a CFE architecture named as CacheFlow. The essence of 
CacheFlow is to offload most rules (which means exact-match rules except where noted in this 
paper) into software switch and to take the hardware switch as a cache. The packets which 
match rules in hardware switch are forwarded immediately outside of CFE, while the other 
packets are forwarded to software switches. After being tagged in software switches, the 
second type of packets return to the hardware switch, and are forwarded outside of CFE based 
on the tag by the hardware switch. Thus, there are two different kinds of channels in CFE: fast 
channel and slow channel.  

Delay guarantee is of important significance to network providers with the increasing of 
delay-sensitive application. The end-to-end delay guarantee problem can be decomposed into 
a set of single-hop delay guarantee problems along each data flow in the network [9, 10]. 
Research on the delay guarantee in the CFE is a foundation to guarantee the end-to-end delay 
in SDN. The maximum delay that a flow can tolerant at CFE is called the CFE delay 
requirement for short. Whether the CFE delay requirements of the flows can be met depends 
on the rules placement in CFE. 

In this paper, we propose an analytical model of CFE to evaluate a rules placement solution 
first. This model can estimate the maximum delays of the aggregate flows through the fast 
channel or the slow channel of CFE. Next, taking this model as a base, we formulate the 
problem of Rules Placement with delay guarantee in CFE (RPCFE), and present the 
genetic-based rules placement algorithm (GRPA) to solve the RPCFE problem. Further, we 
validate the analytical model of CFE through simulations in NS-3 and compare the 
performance of GRPA with three benchmark algorithms.  

The rest of the paper is organized as follows. Section 2 describes the related work. In section 
3, the CFE architecture and the delay analysis of CFE based on network calculus are 
elaborated. In section 4, the formulation of the RPCFE problem and the GRPA algorithm are 
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presented. Experimental results are represented in Section 5, followed by conclusions in 
Section 6.  

2. Related Work 
The related works on TCAM capacity problem can be divided into three categories. The 

first category tries to use less number of TCAM entries by compression scheme. Forwarding 
rules with the same action were compressed with the default rule [11]. The second category 
tries to evict inactive or less important rules to release TCAM entries for other rules. 
FlowMaster in [12] reuses the flow table by recording packet arrival interval of each flow and 
deleting the entries which are predicted to be stale. The third category tries to split the set of 
rules into different switches. With the support from software switches, CacheFlow [8] offload 
the memory burden for commodity switch with TCAM. A rule-caching algorithms for 
CacheFlow also be proposed to attained higher cache-hit rate according to the rule 
dependencies and traffic counts. Similar with CacheFlow, CFE architecture also belongs to the 
third category. Comparing with CacheFlow, however, we propose an analytical model of CFE 
to predict the delay bound of packet, which is necessary to guarantee the QoS requirement of 
flow. 

Under the background of the contradiction between the low-cost requirement from network 
provider and the high-performance requirement from user, QoS provision in communication 
systems always be a challenge and attract a lot of research. Allocating source (queue, 
frequency, etc.) based on service requirement is common concept to address source constrain. 
In mobile cloud systems, a simulation model that handles traffic in queues heterogeneity 
network based on services priorities was developed [13]. For OBS (Optical Burst Switching) 
network, an approach was designed to increase the performance of cloud services provision by 
adjusting transmission modes according to given requirements [14]. To the best of our 
knowledge, however, no work considers how to place rules into CFE according to delay 
requirements of flows.  

Moreover, monitoring system for delay [15, 16] were proposed for adjusting the manage 
policy. However, the delay from the feedback loop between network monitoring and network 
re-configuration will affect adversely QoS. Thus, it is necessary to propose the analytical 
model of CFE to predict the delay bound so that the rules can be placed in CFE reasonably. 

Queuing theory [17] and network calculus [18] are two important analytical methods for 
communication network. The former emphasizes on the quantities in an equilibrium, whereas 
the latter focuses on the performance guarantees. In addition, the self-similarity of internet 
traffic makes the queuing theory difficult to analyze the performance of computer network 
[19]. Fortunately, network calculus can capture the behavior of computer network tightly [20]. 
Therefore, network calculus is utilized in our works to analysis the delay bound.  

3. Performance analysis of CFE   

3.1 CFE Architecture 
As shown in Fig. 1, CFE comprises of one hardware switch and multiple software switches. 

Only the hardware switch connects with the forwarding elements outside of CFE. On the 
hardware switch, the port through which the forwarding element outside of CFE connects with 
the hardware switch is called external port, and the port through which the software switch 
inside of CEF connects with the hardware switch is called internal port. The forwarding rules 
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in the flow table of the hardware switch fall into three categories: the first category of rules are 
exact-match rules, which specifies the external port for the packets; the second category of 
rules are coarse-grained rules, which specifies the external port for the packets based on the 
specific field (e.g., vlan); the last category of rules are also coarse-grained rules, which 
specifies the internal port for the packets. The numbers of packets forwarded into all internal 
ports can be close to each other through configuring the last category of rules reasonably. The 
priorities of these three categories of rules decrease in sequence. The software switches have a 
copy of entire flow tables including all exact-match rules, which are used to modify the value 
of specific field (e.g., vlan) of the packets. There is a one-to-one correspondence between the 
value and the external port of the hardware switch. The value as a internal tag will be 
invalidated (e.g., through stripping vlan tag) before the packet is forwarded out from the 
external port of the hardware switch to the outside of CFE. 

 

HW

SW SW SW

CFE

Coordinator

 
Fig. 1. CFE architecture. 

 
The coordinator for switches in CFE can be either a local arbitrator (e.g., Cache Master in 

CacheFlow [8]) or controller. The local arbitrator can adjust the rules distribution in CFE more 
efficient than the controller. However, the horizon of the local arbitrator is limited. In delay 
guarantee case, the rules placement solution for CFE is generated based on the CFE delay 
requirements of flows. The CFE delay requirement of a flow depends on the maximum delay 
that the other forwarding elements on the same flow path cause. A local arbitrator is 
incompetence in this case, because the coordinator should know more than local information. 
The controller has opposite disadvantage and advantage with the local arbitrator. The trade-off 
between the local arbitrator and the controller is a separate research project. The 
comprehensive solutions to address this issue will be investigated in our future work. 

3.2 Network Calculus Overview 
Network calculus is a filtering theory based on the min-plus algebra [21], and have been 

used for performance analysis of computer networks [22, 23]. The arrival curve and service 
curve are basic concepts of network calculus [24, 25]. 

(  ) :Definition1 Arrival Curve  Let 
{ ( ) : 0 ,0 ( ) ( ) and 0, ( ) 0}.a x y a x a y x a x= ⋅ ∀ ≤ ≤ ≤ ≤ ∀ ≤ =  A flow is said to have an 

arrive curveα ∈  , if its arrival process ( )A v satisfies for all 0 u v≤ ≤ ,  
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( ) ( ) ( ).A v A u v uα− ≤ −  
(  ) :Definition2 Service Curve Consider a system S  with input process ( )A v  and output 

process ( )B v . The system is said to provide to the input a service curve ( )vβ ∈ (  has 
been defined in Definition 1) if for all 0v ≥ ,  

( ) ( ),B v A vβ≥ ⊗  
where, 

0
( ) inf [ ( ) ( )].

y x
a b x a y b x y

≤ ≤
⊗ = + −  

For arrival process, Cruz [22] defined the ( , )σ ρ  traffic characterization as follows. 
Definition 3: A flow is said to be ( , )σ ρ  -upper constrained, denoted by ~ ( , )A σ ρ , if for 
all 0 u v≤ ≤ , there holds ( ) ( ) ( )A v A u v uρ σ− ≤ − +  
Based on the concepts of the arrival curve for the traffic model and the service curve for the 
server model, Network Calculus has five basic Theorems (i.e., Delay Bound, Output 
Characterization, Concatenation Property, Leftover Service and Superposition) [24, 25]. For 
router and nonfeedforward routing, definition, theorems and corollary are given in [25] as 
follows. 
Theorem 1 (Routing): For an ideal router, if A  is ( , )σ ρ -upper constrained and P  is 
( , )δ γ -upper constrained, then B  is ( , )γσ δ γρ+ -upper constrained. 

:Definition4  For any increasing sequence A , its stopped sequence at timeτ  denoted by 
Aτ , where 

( ) if ,
( )

otherwise.
A v

A v
v

A
τ

τ

τ≤
= 


 

:Theorem2  For every ρ , a stopped sequence Aτ  is ( ( ), )σ τ ρ -upper constrained, where 

0 0
( ) max max[ ( ) ( ) ( )].

v u v
A v A u v u

τ
σ τ ρ

≤ ≤ ≤ ≤
= − − −  

:Corollary1 If ( )A τ is ( , )σ ρ -upper constrained, then ( )σ τ σ≤ , where ( )σ τ is defined in 
Theorem 2. 

3.3 Network calculus model of CFE 

c0

c1

c2

cm

s0

s1

s2

sm

..
.

A(v) B0(v)

Bm(v)

B1(v)

B2(v)

P(B0(v))

P(B0(v))

P(B0(v))

 
Fig. 2. Network calculus model of CFE. 
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As illustrated in Fig. 2, the network calculus model of CFE comprises multiple switches, 
each of which is considered as a work conserving server with an infinite queue. The capacity 
of the switch is   is  ic  ( 0 i m≤ ≤ ). 0s  denotes the hardware switch, while js  denotes the thj  
software switch (1 j m≤ ≤ ). For brevity, we divide CFE into multiple channels based on the 
switches comprised. The channel 0 0js s s→ → is called channel j , while the channel that 

includes only 0s  is called channel 0 for uniformity. The   channel 0 is also called fast channel, 
while the other channels are all called slow channel. Let ~ ( , )i i iA σ ρ   denote the arrival 
process of the aggregated flows that are allocated to  channel i .  Because the numbers of 
packets, which are forwarded to every software switch, are almost equal, 

1( )... ( )... ( )j mA v A v A v= = . Then the arrival process of  the aggregated flow that arrives at 

hardware switch from outside of CFE is 
0 0 0

~ ( , )
m m m

k
k

k k
k k

A σ ρ
= = =
∑ ∑ ∑ , which is denoted as 

~ ( , )A σ ρ . Furthermore, let ~ ( , )P δ γ  denote the routing sequence which affects the rate 
of the flow from the hardware switch to each software switch and ( )iB v  denote the output 
from is . Considering that the capacities of all software switches are same, 

1( )... ( )... ( )j mB v B v B v= = . 

3.4 Delay Bound Analysis for CFE 

Let iA denote the overall arrival process to the is .  Thus, we have  

0 0( ) ( ) ( ( ) ( )),j jA v A v m A v B v= + +                                                 (1) 

0( ) ( ( )).jA v P B v=                                                          (2) 

Let iBτ  be the stopped sequences of is  at time τ . From Theorem 2, for any ia , iBτ  is 
( ( ), )i iaσ τ -upper constrained, where 

0 0
( ) max max[ ( ) ( ) ( )].

vi i iu iv
B v B u a v u

τ
σ τ

≤ ≤ ≤ ≤
= − − −            

Now we choose 0a  and ja  to be the solution of the following equations  

0 ,ja maρ= +                                                                     (3) 

0.ja aγ=                                                                       (4) 
 Through solving (3) and (4), under the case 1/ mγ < , one can obtain 

0 / (1 )  ,a mρ γ= −                                                             (5) 
/ (1  ).ja mγρ γ= −                                                             (6) 

Based on the Output Characterization Theorem, the average rate of a flow leaving a 
work-conserving switch is equal to the rate of that flow entering the switch. Thus, we have 

0 02 .a ρ ρ= −                                                                   (7) 
Through solving (5) and (7), under the case 1/ mγ < , one can obtain 

0 0( ) / ( (   2 )).mγ ρ ρ ρ ρ= − −                                                (8) 
  Applying the Superposition Theorem to the equation (1) yields  

0( ) ~ ( ( ), )j jA v m maσ σ τ ρ+ + .  According to Theorem 1, Theorem 2 and (2), we have 
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0 0( ) ~ ( ( ) , )jA v aγσ τ δ γ+ .  

 From the Output Characterization theorem, we can obtain 0 ( ) ~ ( ( ), ),j jB v m maτ σ σ τ ρ+ +  

0 0( ) ~ ( ( ) , ).jB v aτ γσ τ δ γ+  
  It then follows from Corollary 1 that   

0 ( (  ) ),jmσ τ σ σ τ≤ +                                                         (9) 

0( (  ) ) .jσ τ γσ τ δ≤ +                                                          (10) 

Solving (9) and (10) results in 0 0( )σ τ σ≤   and ( )j jσ τ σ≤  , where  
1

0 (1 ) ( ),m mσ γ σ δ−= − +                                                       (11) 
1(1 ) ( ).j mσ γ γσ δ−= − +                                                         (12) 

 As these bounds are independent of τ , (11) and (12) also hold for the unstopped sequences 
0B and jB . Thus, we obtain  

0 0 0~ ( , ),B aσ                                                                 (13) 
~ ( , )  .j j jB aσ                                                                (14) 

 These in turn imply that 

0 0 0~ ( , ),A aσ

                                                                   (15) 

~ (( , ).j j jA aσ

                                                                  (16) 
 Because only the flows allocated to the channel j  will arrive at the switch j , it holds that  

 / .  j j mσ σ σ≤ ≤                                                               (17) 
In conjunction with (8) and (17), we get  

0 0 0 0 0( ) / ( (2 )) ( ) / ( (2 )).m mρ σ ρσ ρ ρ δ ρ σ ρ ρ− − ≤ ≤ −  
 Let 0g  denote the service curve of the switch  0s  for 0A , according to the Leftover Service 
theorem, we have  

     0 0 0 0( ) ( ( ( ) ( ))) ,g v c v A v A v += − −                                                 (18) 

 where { }( ) ma= x 0, .w w+  
 Applying the Superposition Theorem and the conclusion of (15) to (18) yields 

0 0 0 0 0 0( ) (( ) ) .g v c a tρ σ σ += − + − +  

 Let jg ′  denote the service curve of the switch 0s  to the arrival process of the flows through 
channel j . According to the Leftover Service theorem, we have  

0 0( ) ( ( ( ) )) .j jg t c v A v A′ += − −                                                   (19) 
  Applying the Superposition Theorem and the conclusion of (15) to (19) yields 
  0 0 0( ) (( ) ) .j j jg v c a vρ σ σ′ += − + − +  

  Let jg ′′  denote the service of js to the 0( ( ))P B v . According to Theorem 3, we have 

( ) .j jg v c v′′ =  

  Let jg ′′′denote the service curve of the switch 0s  to jB , according to the Leftover Service 
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theorem, we have 
     0 0( ) ( ( ( ) ( )) .j jg v c v A v B v′′′ += − −                                                 (20) 

  Applying the Superposition Theorem and the conclusion of (14) and (15) to  (20) yields:  

0 0 0( ) (( ) ) .j j jg v c a a v σ σ′′′ += − + − +   

  Let jg  denote the service curve of CFE to the external arrival process  of the flows through 
channel j . According to the Concatenation Property Theorem, we have  

( ) ( ).j j j jg v g g g v′ ′′ ′′′= ⊗ ⊗                                                       

  Let ( )i i iv vα ρ σ= +  be  the arrival curve of the aggregated flow that pass through the 
channel i . According to the Delay Bound theorem, the delay ( )fastd v  and ( )slowd v of the 
aggregated flow through the fast channel and the slow channel at time v  are bounded by 

0 0( ) { 0 : ( ) ( ),0 },fastd v inf u g u u vτ α τ≤ ≥ ≤ + ≤ ≤                                     (21) 

( ) { 0 : ( ) ( ),0 }.slow j jd v inf u g u u vτ α τ≤ ≥ ≤ + ≤ ≤                                      (22) 
As there is a one-to-one correspondence between flow allocation and rules placement solution, 
the delay bounds of flows corresponding to a specific rules placement solution in CFE can be 
evaluated based on the analysis above. 

4. Rules Placement with Delay Guarantee in CFE  

4.1 Problem formulation 
There are one hardware switch and m software switches in  CFE. Let us define the flow 

table size of the hardware switch  as T , the server rate of the hardware switch as 0c , and that 
of the software switch  as 1c . There are a set of flows F , which pass concurrently through 
CFE. The weight of a flow f F∈ is fω . The flow f  is constrained by a token bucket with 

the average rate fρ and burst size fσ . The CFE delay requirement of the flow f  is f̂l .  The 

theoretical value  of the delay bound at CFE for the flow f  is fl . The flow f  will be 

allocated to the channel {0,1... }fx m∈ . We call f
f F

ω
′∈

∑  Delay Satisfaction Degree (DSD), 

where ˆ   { | }f fl l andf fF F≤′ = ∈ .  The objective of RPCFE is maximize of DSD and the 
objective function can be written as follows: 

max f
f F

ω
′∈

∑ . 

This objective function is optimized with satisfying the following conditions. 
(a) The number of flows allocated fast channel is no larger than the flow table size of the 
hardware switch. 

|{ | 0} |ff x T= ≤ . 
(b) The sum of the average rates of the token buckets, which constrain the flows passing 
concurrently through the hardware switch, is no larger than the capacity of the hardware 
switch. 
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1
0 02

m

j
j

cρ ρ
=

+ ≤∑ . 

(c) The sum of the average rates of the token buckets, which constrain the flows passing 
concurrently through the software switch, is no larger than the capacity of the software switch. 

1, {1,2... }j c j mρ ≤ ∀ ∈ . 
(d) The weight of a flow is a random value in the range (0, 1). 

0 1,f f Fω< < ∀ ∈ . 
(e) The theoretical value  of the delay bound at CFE for the flow f equals that for the 
aggregate flow through the channel to which the flow f  is  allocated. 

{ | },f j fl d x j f F= = ∀ ∈ . 
(f) The average rate corresponding to the aggregate flow through a channel equals the sum of 
the average rates of the token buckets, which constrain the flows through this channel. 

{ | }
, {0,1,2... }

f

i
f

f x i
i mρ ρ

=

∀ ∈= ∑  

(g) The burst size corresponding to the aggregate flow through a channel equals the sum of the 
burst sizes of the token buckets, which constrain the flows through this channel. 

{ | }
, {0,1,2... }

f

i
f

f x i
i mσ σ

=

∀ ∈= ∑  

(h) A flow is allocated to the fast channel or one of m  channels. 
{0,1... },fx m f F∈ ∀ ∈ . 

It is a special case of RPCFE that the capacity of hardware switch is rather large while the 
capacities of software switches are very limited. Thus, the delay requirement of a flow is 
satisfied if and only if the rule of this flow is placed in the hardware switch in this special case. 
Obviously, this special case is equivalent to a 0-1 knapsack problem. It has been shown that 
0-1 knapsack problem is a NP-hard problem [26]. Thus, delay-aware rules placement in CFE 
is a NP-hard problem. 

4.2. Genetic-based rules placement algorithm  
Genetic algorithm (GA) has been widely recognized to find the near-optimal solution to 

NP-hard problem. Thus, we present Genetic-based Rules Placement Algorithm (GRPA) for 
solving the RPCFE problem.  

The pseudo-code of GRPA is shown as algorithm 1. GRPA generates P chromosomes (lines 
1 in algorithm 1). Each chromosome presents one rules placement solution.  A value of 0/1at 
the thi bit of a chromosome means that the rule of the thi flow is placed in the 
hardware/software switch. GRPA evaluates the chromosomes in population based on section 3 
(lines 3-11 in algorithm 1).  First, GRPA solves the arrive curves of the flows allocated the fast 
channel and the slow channel (line 5 in algorithm). Second, GRPA attains the service curves of 
CFE to the flows allocated the fast channel and the slow channel (line 6 in algorithm). Third, 
GRPA calculate the maximum delay of the aggregate flow passing through the fast channel 
and the slow channel of CFE (lines 7 in algorithm 1). Last, the fitness of the chromosome is 
solved based on the  formula of the DSD (lines 8 in algorithm 1). GRPA exploits rank-based 
selection [27] to select P different chromosomes from the population to form the new 
population (line 24 in algorithm 1).  Then, the population evolve through the crossover 
operator (line 25 in algorithm 1) and the mutation operator (line 26 in algorithm 1). The end 
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condition (line 12 in algorithm 1) is that the iterative number reach the  max iterative number 
IT or that the optimal remains unchanged during  CC iterations. 

As shown in algorithm 2, the one-point crossover operator is adopted in GRPA.  One pair of 
chromosomes is found based on CP first (lines 2-5 in in algorithm 2). Then the one-point 
crossover operator records all valid cross points of this pair of chromosomes (lines 6-13 in 
algorithm 2).  Valid cross point refers to the point, to which the numbers of 0’s are identical 
from the first point in the pair of chromosomes, is called valid cross point. The valid cross 
point can guarantee that the number of 0’s keeps unchanged in a chromosome after crossover. 
One valid cross point is selected randomly as cross point (lines 14-15 in in algorithm 2). 
Finally, the one-point crossover operator adds two new chromosomes into the population (line 
17 in algorithm 2). As shown in algorithm 3, the two-point mutation operator is adopted in 
GRPA. For each chromosome in population, the two-point mutation operator finds two 
random points first (lines 2-5 in in algorithm 2). If the values at these two points are different, 
they are swapped to generate a new chromosome (line 7 in in algorithm 2). In addition, the 
new chromosome is added the population (line 8 in in algorithm 2). 

 
Algorithm 1: GRPA algorithm 
Input: , }{ , ,f f

ffF lρ σ ω= < > , 0c , 1c , m , T , initial population size  P , 
crossover probability  CP , max iterative number IT , convergence criteria  CC  
Output: The near optimal rules placement solution and its corresponding DSD. 
1. ( , , )population initialPopulation P T F←  
2. while iterCounter IT≤  do 
3.    while sizeof ( )i population<  do 
4.         [ ] chromosome population i←  

5.           ( , ) arriveCure( , , )fast slowaC aC F m chromosome←  

6.        ( ) 0 1, leftOverService , , ,( , , )fast slow fast slowsv sv F m c c aC aC←  

7.         ( delayBoun, ) ( )d , , ,fast fast fast slow slowslow sdB dB v aC sv aC←  
8.          

. Evaluation( , , , )fast slowchromosome fitness F dB dB chromosome←                      

9.         [ ]population i chromosome←  
10.          i + +  
11.      end while 
12.      if iterCounter IT= or 1isConvergent = then 
13.          break 
14.      end  if 
15.      [ ] optimal( ),record iterCounter population P←  
16.      if iterCounter CC>  then 
17.            [ ]1chromosome record iterCounter←  

18.            [ ]2chromosome record iterCounter CC← −  
19.              if 1. 2.chromosome fitness chromosome fitness=  then 
20.                         1isConvergent ←  
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21.                          continue 
22.             end if 
23.     end  if 
24.     ( )rankSelection ,population population P←  

25.      ( )crossOver , ,population population P CP←  

26.      ( )mutation ,population population P←  
27.       iterCounter + +  
28. end while 
29. ( )optimal ,nearOptimalSolution population P←  
30. return nearOptimalSolution  

 
 
 

Algorithm 2: One-point crossover operator 
Input: population, P, CP 
Output: population 
1. while 1i P< −  do 
2.     ( )random 0,1randomNum ←  
3.      if randomNum CP<  then 
4.          [ ]father population i←  

5.          [ ]1mother population i← +  
6.          sizeof ( . )chromLen father character←  
7.           while j chromLen<  do 
8.                   if (isValidCrossPoint , ),?father mother j then 
9.                           [ ]validCrossoverPoint validCrossPointNum j←  
10.                              validCrossPointNum + +  
11.                    end if        
12.                    j++ 
13.            end while 
14.            random 1,(  )crossPIndex validCrossPointNum←  
15.            [ ] crossPoint validCrossoverPoint crossPIndex←  
16.            ( ) ( )1, 2 crossOver , ,child child father mother crossPoint←  
17.          add ), 1, 2(population population child child←  
18.        end if 
19.       i + +  
20.   end while 
21.   return population 
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Algorithm 3: two-point mutation operator 
Input: population, P  
Output: population 
1. while i P<  do 
2.   [ ]chromosome population i←  
3.    sizeof ( . )chromLen chromosome character←  
4.    ( )1 random 1,mutPoint chromLen←  

5.    ( )2 random 1,mutPoint chromLen←  
6.    if . [ 1]chromosome character mutPoint ≠   

                               . [ 2]chromosome character mutPoint  then 
7.        sw , 1, 2( )apnewchromosome chromosome mutPoint mutPoint←  
8.        ( )add ,population population newchromosome←  
9.   end if 
10.    i++ 
11.  end while 
12.  return  population 

5. Model Validation and performance evaluation of GRPA 
In this section, we first validate the analytical model of CFE described in section 3 with 

simulation in NS-3 and then evaluate the performance of the GRPA algorithm. 

5.1 Model validation 
We compare the experimental value and the theoretical value of the maximum delay. The 

experiment is conducted in NS-3. The theoretical value is calculated based on formula (21) 
and (22) in section 3.  There are six cases corresponding to changing the rules placement 
solution for  10,000 synthetic flows. 
 
5.1.1 Simulation setup 

   CFE is constituted by one hardware switch and two software switches. The length of 
every packet through CFE is 500 bytes. Thus, the capacities are 200 million packets per 
second (Mpps) and 10 Mpps respectively for 800Gbps hardware switch and 40Gbps software 
switch [8], which are the reasons that the FlowTableLookupDelay attributes of hardware 
switch and software switch are set 5 ms and 100ms respectively. 

CFE forwards 10,000 synthetic flows concurrently. The sender of each flow uses a token 
bucket filter (TBF) to constrain the flow. The size of bucket buffer is set larger than the bucket 
size of the same TBF. Based on the traffic traces provided by the campus network of Beijing 
University of Posts and Telecommunications, the average packet rates of 10,000 concurrent 
flows at the same forward element are got, which are used as the average rates of TBFs. The 
burst size of each TBF is assumed to be the packet number that can be transmitted at the 
average rate over 500ms [28]. These flows are generated in terms of ON-OFF model. The ON 
time is a random number following an exponential distribution, while the OFF time is 500ms 
for the chance that token buckets are filled up. 
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Table 1. number of active software switches and average rates and burst sizes of the token buckets 
constraining the aggregated flows in six cases 

 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 
Number of active 
software switches 2 2 3 3 4 4 

 

0F
 

0ρ （pps） 435596 381146 435596 381146 435596 381146 

0σ (packets) 217798 190573 217798 190573 217798 190573 

 
1F  

1ρ （pps） 54453 81675 36302 54453 27225 40836 

1σ (packets) 27227 40838 18151 27227 13613 20418 

 

2F
 

2ρ （pps） 54446 81674 36298 54446 27230 40835 

2σ (packets) 27223 40837 18151 27223 13615 20418 

 

3F
 

3ρ （pps）   36299 54450 27198 40838 

3σ (packets)   18150 27225 13599 20419 

 

4F
 

4ρ （pps）     27246 40840 

4σ (packets)     13623 20420 
 

Six simulation cases, which have individual flow allocations among channels of CFE, are 
constructed based on different rules placement solutions and the number of active slow 
channel (i.e. software switch). Two software switches are active in both case 1 and 2, three 
software switches are active in case 3 and 4, and four software switches are active in case 5 and 
6. The sum of average rates corresponding the flows whose rules are placed into software 
switches is about 20% of the sum of average rates of all 10,000 flows in case 1, 3 and 5. This 
proportion is about 30% in case 2 , 4 and 6. Table 1 presents the number of active software 
switches and the average rates and burst sizes of the token buckets constraining the aggregated 
flows in these six cases. As declared in section III, iF  denotes the aggregated flow passing 
through channel i  in CFE, iρ  and iσ  denote the average rate and burst size of the token 
bucket constraining  iF  respectively. 
 
5.1.2 Results 

  Fig. 3 depicts the experimental value of the maximum delay of any aggregated flow under 
six cases, and their three theoretical values. Three theoretical values of each aggregated flow 
under every case are  obtained respectively when  1 0 0( ) / ( (2 ))mδ δ ρ σ ρ ρ= = − , 

2 0 0 0( ) / ( (2 ))mδ δ ρ σ ρσ ρ ρ= = − − , and 1 2( ) / 2δ δ δ= + . As explanted in section III, 

0

m

k
k

ρ ρ
=

= ∑  and 
0

m

k
k

σ σ
=

= ∑ , where 2m =  in case 1 and 2 , 3m =  in case 3 and 4, and 

4m =  in case 5 and 6.  
Three results can be observed through the comparison among the results shown in Fig. 3. 

First, comparing  the results of case 1, 3 and 5 with the results of case 2, 4 and 6 respectively, 
we found that not only the maximum delays of 1F  , 2F , 3F  and 4F but also the maximum 

delay of 0F  increases with 
1

m

k
l
ρ

=
∑  and 

1

m

k
l
σ

=
∑ . Thus, whether a rule is placed into the 

hardware switch of CFE depends not only on the CFE delay requirement of the flow 
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corresponding to this rule, but also on the effect exerted by this flow on the delays of other 
flows.  

Second, the theoretical value of the maximum delay of any aggregated flow when 2δ δ=  is 
more precise approximation with the experimental value.  

Lastly, the theoretical value of the maximum delay of 1F  , 2F , 3F  and 4F   is always tight 
approximation with the experimental value, and do not change with δ  in case 1, 2 and 4. The 
reason is that the software switches are the bottlenecks of service providers to 1F , 2F , 

3F and 4F  in case 1, 2 and 4.  

 
(a) 0F  

 
(b) 1F  , 2F , 3F and 4F  

Fig. 3. experimental values and theoretical values of the maximum delays of the aggregated flows 
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5.2 Performance evaluation of GRPA 
5.2.1 Benchmark algorithms 

Delay based algorithms(DA): Because the delay bound caused by the fast channel is 
smaller than that caused by the slow channel in CFE, the priorities that the rules of the 
concurrent flows are placed in the hardware switch  decrease with the CFE delay requirements 
of flows.  

Rate based algorithm(RA): From the section 5.1.2, it is obtained that the bigger the sum 
of the average rates of the token buckets which constrain the flows pass through slow channel 
is, the higher delay bounds caused by the fast channel and the slow channel are. In RA, the 
priorities that the rules are placed in the hardware switch increase with the average rates of the 
token buckets which constrain the corresponding flows. 

Rate-delay based algorithm (RDA): In this algorithm, the CFE delay requirement of the 
flow and the average rate of the token bucket which constrain the flow are both considered. 
The priority that the rule of the flow f  is placed in the hardware switch increase with the 
value of f

f lρ . 
 

5.2.2 Simulations and results  
In the simulations, the parameters of CFE and flows are presented as follows. There are 

four software switches in CFE. The capacity of hardware switch is 200Mpps, while that of 
software switch is 10Mpps. the average rates of 10,000 flows mentioned in section 5.1 are 
adopted again. The bust size of token bucket constraining each flow is still set as the number of 
packets that are generated by this flow in 500ms at the average rate. The CFE delay 
requirements of flows are chosen randomly from the interval [1ms, 10ms]. The weights of the 
flows are chosen randomly from the interval (0, 1). 

In GRPA, the size of the initial population is 1000 and the crossover probability are 0.9. 
The rules placements solved by DA, RA and RDA are taken as three special chromosomes of 
the initial population. The end condition is that the iteration has been repeated 2000 or the best 
fitness remains same for 200 generations. 

 

  
(a) DSD vs TCAM                                                (b) DSD vs Flow Weight 
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(c) DSD VS the CFE delay requirements of flows                (d) DSD vs TCAM ( 1fω = ) 

Fig. 4. comparison of four algorithms 
 

Fig. 4(a) shows that the comparison of four algorithms under the case that the TCAM sizes 
are different while the flow weights and the CFE delay requirements of flows keep unchanged. 
Fig. 4(b) shows that the comparison of four algorithms under the case that the flow weights are 
100 different uniform distributions while the TCAM sizes are always 2000 and the CFE delay 
requirements of flows keep unchanged. Fig. 4(c) shows that the comparison of four algorithms 
under the case that the CFE delay requirements of flows are 100 different uniform 
distributions while the TCAM sizes are always 2000 and the flow weights size keep 
unchanged. From Fig. 4(a), (b) and (c), it can be observed that GRPA can obtain higher DSD 
than the other three benchmark algorithms for any TCAM size, any uniform distribution of the 
CFE delay requirements of flows and any uniform distribution of the flow weights. Fig. 4(d) 
shows that the comparison of four algorithms under the case that is the same as the case 
corresponding to Fig. 4(a) except which the weights of all flows equal one. In this case, DSD 
indicates the number of flows of which the CFE delay requirements are satisfied. From Fig. 
4(d), it can be observed that GRPA guarantees the CFE delay requirements of more flows than 
the other three benchmark algorithms. 

6. Conclusion 
TCAM is a key enabler of hardware SDN switch to implement line-speed forwarding. 

However, the high cost-to-density ratio and power consumption of TCAM limit the flow table 
size of hardware switch. The combination of software switch and hardware switch becomes an 
alternative approach for obtaining larger flow table.  Given that there is a lack of consideration 
on delay of rules placement in CFE, we propose an analytical model of CFE based on the 
network calculus and validate this model through simulation in NS-3. This analytical model 
can be used to predict the worst-case delay of each flow for a rules placement solution. Based 
on the proposed analytical model, we present the GRPA algorithm to maximize the degree that 
the CFE delay requirements of flows are satisfied. 
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