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ABSTRACT

Computer vision is coming more interesting with new imaging sensors’ new capabilities which enable it to
understand more its surrounding environment by imitating human vision system with artificial intelligence techniques.
In this paper, we made experiments with Kinect camera, a new depth sensor for object detection and distance
measurement functions, most essential functions in computer vision such as for unmanned or manned vehicles, robots,
drones, etc. Therefore, Kinect camera is used here to estimate the position or the location of objects in its field of view
and measure the distance from them to its depth sensor in an accuracy way by checking whether that the detected object
is real object or not to reduce processing time ignoring pixels which are not part of real object. Tests showed promising
results with such low-cost range sensor, Kinect camera which can be used for object detection and distance
measurement which are fundamental functions in computer vision applications for further processing.
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I . INTRODUCTION

Firstly, Kinect camera made by Microsoft
corporation was released as an interface device to
interact with consoles in order to avoid hand-controller
devices during games to transform player’s movements
and voices into controls with its capabilities to stream
depth image, color image, emit infrared and input audio.
Therefore, Kinect was basically used for tracking human
body’s movements, gestures and spoken commands
during game but now due its depth sensor, it comes as
essential tool in computer vision field. In this paper,
using kinect’s depth sensor and its high frame rate, we
made experiments for vision applications which need to
perceive their surroundings. Some other technologies
have been used for computer vision applications
including stereovision which consist of a set of cameras
to estimate the depth of objects in front of it but with
some limitations about lack of good light and the
complexity of the algorithm. Also, LIDAR(LIght
Detection and RAnging) and RADAR(RAdio Detection
and RAnging) [1] have been used in high systems
because of its accuracy like military services but they
are very expensive even more than an entire
autonomous vehicle in some cases. Here, | chose to
make experiments with kinect camera, a low cost depth
sensor, to detect objects within its field of view and
measure how far they are which is an ongoing research
and computer vision prefers to use depth cameras rather
image intensity cameras. Computer vision have been
used in many specific domains such as in medicine
when it can help for alerting clinicians, assist doctors
during results interpretation to reveal some
abnormalities on medical images and in surveillance
systems in public places like airports and transportation
stations. In factories, computer vision can even monitor
workers and track anyone who is not paying attention to
a potentially dangerous part of a task [2].

Depending on these applications mentioned above,
computer vision relies on different vision devices and
techniques. In the literature review, we can so far

identify many applications related to computer vision
with different vision devices. Computer vision is
improving in the technology with range cameras in
human-computer interaction, robotic and machine
vision, autonomous vehicles as well as in augmented
reality. According to Jernej, Mrovlje and Damir Vrancic
[3], distance measuring sensors are divided into active
and passive categories. Active methods (laser beam,
radio signals, etc.) used as geometric sensing, measure
the distance by sending some signals to the surface of
the object whereas passive ones receive information
from detected object using light. In their experiments,
they used a passive technique, stereoscopic measure-
ment method to find distance to object but this method
requires two cameras and has more restrictions. Giulio
Reina and Annalisa Milella [4] have experienced
making agriculture robots based on multi-baseline
stereovision. They found out that even the system has
advantages, there was a need of good light to make clear
the field of view and also its algorithms are very
complicated with a high computation cost which makes
slow systems in real time.

Lots of applications seem to deal with object tracking
but in this paper another parameter is added, distance
value from detected objects which can be helpful for
unmanned vehicles or when they reach at a certain
distance from detected objects using kinect depth
Sensor.

II. STUDY SPECIFICATIONS AND
RELATED WORKS

Kinect sensor version 2 appears as a popular sensing
input device that serves as a natural user interface
application for computers and game consoles such as
XboxOne and has a higher depth, fidelity and
significantly improved noise floor, and by providing 3D
visualization to enabling to see objects more cleary [5].
The main purpose is to detect objects within Kinect
sensor’s field of view and take their depths from where
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they are located.

Target Area

Os%,’
@o&a

Fig. 1 System Design of distance measurement function
Here,

considered as a vision sensor connected to a computer
system for distance measurement function. Design

Kinect depth sensor as shows Fig.l is

system shows whole field of view of Kinect camera and
also target area delimited by depth range to test the
consistency of Kinect depth sensor in different intervals.

Kinect depth sensot is based on Time-of - Flight
principle and some researchers have used it in different
fields. In [6], kinect has been tested in order to find out
if it could be an alternative to laser scanners for 3D
measurements and authors concluded that can be seen as
a real progress for computer vision applications based
on achieved results about measurement precision and
outdoor efficiency. To sum up, Kinect for windows
sensor v2 shows with its low price a great potential to be
applied in computer vision applications. Therefore, we
can find in the literature review some of researchers
using Kinect v2 in different applications. Tracking an
object’s 3D location has been possible at low-cost by
using Kinect sensor[7] whereas 3D object tracking was
reserved before for users who can afford high-cost
motion tracking systems such as Vicon system.

Kinect for windows sensor v2 has been also used for
autonomous vehicles such as in SLAM (Simultaneous
Localization and Mapping) systems [8] which is a major
function in computer vision and robotics by using both
depth and color images from a low cost sensor and also
in monitoring applications [9]. In [10], kinect camera
has  been used in healthcare systems for blind
navigation support system and real-time monitoring of
activities for people with mental illnesses which is a
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difficult task when it comes to be operated by a
clinician. In this paper, for distance measurement
function, different scenarios have been made by slicing
kinect’s field of view and modifying detected
object’size and results are shown in the next section.

IlI, RESULTS AND DISCUSSION

Once depth frame is streamed from kinect depth
sensor, our system can detect the present objects
identified with a red contour within its field of view and
ignore some pixels which are not a part of a real object
in order to minimize the processing time. Results are
shown along with some settings indicating in which
range user wants to detect objects and how should be
the minimum size of tracked object because size have
important effects in terms of processing time specially
for real-time applications.

MainWindow - o

Fig. 2 Tracked objects

The first impression here (shows Fig.2) is the number
of 29 tracked objects within 500mm to 1950mm range.
This is because the minimum size of objects is set to
zero and Kinect tends to identify some simple pixels
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which are not really objects but simply can be
considered as noise as we can note on the corresponding
color image.

The drawback of this is that Kinect takes much time
to process all detected objects but here we need real
time system. To overcome this kind of drawback is to
set a reasonable minimum size of detected object which
can be real object in order to minimize the processing
time. The processing time of each depth frame is shown.
The first frame takes much time (26 ms) because of
“background noise” activity in .NET framework.
Therefore, the first time a method is launched in .NET,
the time taken by that activity is added to the time of
execution.

The minimum size of detected object is increased to
13 and the result can be seen on Fig.3.

Fig. 3 Detected objects with minimum size set to 13

On Fig.3 we can identify 4 real objects within a zone
delimited from 500 mm to 1950 mm instead of all
kinect’s field of view as we will discuss later the
importance of detecting objects in a specific area based
on the distance one wants to avoid between the sensor
and the detected objects. Another parameter here is the
processing time which has been minimized from an

average of 7 ms (as shown in Fig. 2) to an average of 2
ms (as shown in Fig.3).

IV, DEPTH ACCURACY EVALUATION

Based on our depth results, there is a variation of
depth value as frames are streaming from Kinect sensor.
In order to assess the impact for that effect, we recorded
depth values for one detected object within 30 first
frames in different ranges or intervals. Different
intervals have been taken (500mm to 1982mm, 500mm
to 3069mm and 500mm to 4500mm) as values are
shown below.

These are different distances recorded for one
detected object in 30 successive frames from Kinect
sensor in different ranges intervals as show tables
below.

Table. 1 Recorded distances in the range from 500mm
to 1982mm

1951 1946 1944 1947 1947 1950
1948 1947 1943 1949 1946 1959
1945 1951 1950 1946 1948 1948
1945 1946 1949 1949 1946 1946
1945 1945 1951 1944 1950 1951

Table 1 shows different values recorded frame after
another during 30 first frames for one detected object
and the maximum variation is 8mm.

Table. 2 Recorded distances in the range from 500mm
to 3069mm

2909 2912 2900 2909 2907 2906
2907 2906 2906 2908 2908 2906
2903 2908 2907 2905 2906 2909
2908 2906 2910 2909 2908 2910
2908 2909 2903 2903 2906 2903

Also in Table 2, same scenario is repeated but in
another interval to assess also the impact of object
location and the maximum variation is 9mm.
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Table. 3 Recorded distances in the range from 500mm
to 4500mm

4404 | 4408 | 4408 | 4410 | 4407 | 4402
4408 | 4410 | 4407 | 4407 | 4406 | 4407
4403 | 4406 | 4414 | 4405 | 4404 | 4409
4408 | 4413 | 4411 | 4406 | 4409 | 4410
4405 | 4403 | 4404 | 4427 | 4409 | 4404

As these tables (Table 1,Table 2 and Table 3) show,
we can realize that there is variation of depth values for
the same one detected object observed from a frame to
another. We took different intervals because, in the
previous related works, it was found that Kinect’s
accuracy depends on how far away the target is in
Kinect sensor’s field of view. Comparing values
obtained for each scenario, it is noticeable that 8mm,
9mm and 25 mm are respectively the maximum
variations which give us promising results when using
Kinect depth sensor to measure distances for objects
located in its field of view. Therefore, one think we
should understand is that for applications which are very
sensitive to distance measurement or which cannot
tolerate at least a variation of 10 mm, kinect sensor
seems to be not useful in that case.

V. CONCLUSION

In this paper, the purpose was to use kinect depth
sensor, a low cost sensor and its capabilities for
essential functions in computer vision, object detection
and distance measurement. We tried to detect in a very
accurate way the presence of objects in front of Kinect
sensor taking into account the size of tracked objects to
ensure if it is a real object or a pixel noise to reduce the
processing time for distance measurement. Results from
kinect camera are promising even though there is a
variation in distance from the same detected object and
S0 many systems may use this depth sensor such as in
parking area or vehicles to understand its surrounding
by detecting present objects and measuring how far they
are for further processing depending on application type.
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