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Abstract 
 

Multi-hop networks are a low-setup-cost solution for enlarging an area of network coverage 
through multi-hop routing. Carrier sense multiple access with collision avoidance 
(CSMA/CA) is frequently used in multi-hop networks. Multi-hop networks face multiple 
problems, such as a rise in contention for the medium, and packet loss under heavy-load, 
saturated conditions, which consumes more bandwidth due to re-transmissions. The number 
of re-transmissions carried out in a multi-hop network plays a major role in the achievable 
quality of service (QoS). This paper presents a statistical, analytical model for the end-to-
end delay of contention-based medium access control (MAC) strategies. These strategies 
schedule a packet before performing the back-off contention for both differentiated 
heterogeneous data and homogeneous data under saturation conditions. The analytical model 
is an application of Markov chain theory and queuing theory. The M/M/1 model is used to 
derive access queue waiting times, and an absorbing Markov chain is used to determine the 
expected number of re-transmissions in a multi-hop scenario. This is then used to calculate 
the expected end-to-end delay. The prediction by the proposed model is compared to the 
simulation results, and shows close correlation for the different test cases with different 
arrival rates.  

Keywords: Queue Model, Markov Model, End-to-end Delay, Scheduling, Absorbing state, 
CSMA/CA 

  

 
 
https://doi.org/10.3837/tiis.2017.05.011                                                                                                          ISSN : 1976-7277 



2500                                                                               Sheikh et al.: A Model for Analyzing the Performance of Wireless Multi-
Hop Networks using a Contention-based CSMA/CA Strategy 

1. Introduction 

The IEEE 802.11 standard was designed for wireless connectivity in single-hop 
networks and has been in use for over a decade. This standard has also found numerous 
applications in multi-hop networks, and has become the predominant standard in the field of 
networking [1,2].  

Multi-hop networks face multiple challenges. These include a drop in throughput as  the 
number of hops to reach the destination increases; an increase in contention for the channel; 
and starvation issues for heterogeneous data under loads where data starts to queue up in a 
node using the enhanced distributed channel access (EDCA) scheduling technique [1,2]. 
Starvation refers to lower-priority data packets gaining less access to the channel for 
transmission compared to high-priority data. Our approach has been to develop schedule-
before-contention (SBC) strategies, which has led to the model presented here. Existing 
SBC strategies such as congestion control and fairness scheduling (CCFS) [3], adaptive 
weighted round-robin scheduling [4], Schedule Before Backoff (SBB) [5], and random 
priority-based scheduling [6] have been shown to cause a reduction in packet loss, a 
reduction in collisions, and an improvement in fairness for heterogeneous data in multi-hop 
networks.  

CSMA/CA has two access techniques, namely a basic mechanism and a Request-to-
Send/Clear-to-Send (RTS/CTS) access mechanism. With the basic mechanism, the 
transmitter sends a packet, and the receiver acknowledges receipt of the packet by sending 
an acknowledgement (ACK) message. With RTS/CTS, the channel is reserved before 
transmission. In this paper, we present a novel model to predict the queuing delay for data of 
different priority levels within a node. We also present a novel Markov chain model to 
determine the expected number of re-transmissions for CSMA/CA,using the basic access 
mechanism in a multi-hop network for SBC approaches. The number of re-transmissions 
plays a critical role in the achievable end-to-end delay in multi-hop networks. To the best of 
our knowledge, this is the first analytical model to use this approach. 

The end-to-end delay model is made up of the waiting time as well as the service time at 
each hop to reach the destination. The model to calculate the end-to-end delay consists of 
three sub-models. First, an absorbing-state Markov chain model is developed to determine 
the expected number of re-transmissions at each hop. Secondly, the access delay model is 
derived. Lastly, we derive the expected end-to-end delay by using the values obtained from 
the expected re-transmissions and access delay models. This analytical model is applicable 
to modeling of general strategies that first select a packet for transmission and then perform 
back-off contention in multi-hop networks. Examples of these strategies are the basic 
distributed coordination function (DCF) access mechanism, which does not differentiate 
between data, and data-differentiated strategies such as random weighted scheduling (RWS), 
as we proposed in[6]. The model is tested with both DCF and RWS. First-order Markov 
models operate from the philosophy that the performance of the current state does not 
depend on the history of the previous states, and can only be used for scheduling strategies 
whose operation do not depend on history. The proposed model conforms to the concept of a 
Markov model.   

In recent studies, CSMA/CA has been applied to LTE-unlicensed (LTE-U) systems to 
share access to the unlicensed spectrum [7]. In multi-hop networks using CSMA/CA, a 
channel bandwidth of 20MHz is used for every transmission, while with LTE, nodes can 
transmit using different spectrum bandwidths, ranging from 1.4MHz to 20MHz. The MAC 
layer of LTE uses orthogonal frequency division multiple access (OFDMA), which splits the 
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available bandwidth into multiple sub-carriers. Therefore, the bandwidth for CSMA/CA in 
LTE is shared by multiple users, while in multi-hop networks the bandwidth can only be 
used by a single user at a time. IEEE 802.11-based multi-hop networks that use CSMA/CA 
experience more interference than LTE-U networks [7].The model in this paper is applicable 
to CSMA/CA as used in multi-hop networks with single-radio, single-channel (SRSC) 
technologies. 

The rest of this paper is organized as follows. In Section 2, the related work is presented. 
Section 3 gives a brief overview of an absorbing-state Markov chain model. Section 4 
presents the assumptions made during the modeling process, as well as the networks that 
were used to obtain the results. Section 5 contains the end-to-end delay analytical model for 
both single-queue and multi-queue strategies. Section 6 describes the model itself and the 
simulation parameters used. The simulation and analytical results are presented in Section 7 
and Section 8offers conclusions. 

2. Related Work 
The Bianchi model proposed for the distributed coordination function (DCF) was one of 

the first analytical models to predict the performance in CSMA/CA[8]. This model computes 
the IEEE 802.11 DCF throughput by making assumptions of all nodes within the 
transmission range for a single-hop network under ideal channel conditions. The model also 
considers the RTS/CTS access mechanisms [8]. This model proposes a Markov chain 
approach to model the binary back-off process.  

Over the last decade, the Bianchi model has become the foundation for many other 
models, such as analytical models for the priority-based EDCA strategy [9–13]. Most of 
these models can be classified into one of two categories, namely saturation or non-
saturation load conditions. By saturation, we mean that the node always has a packet to send, 
and by non-saturation that the node does not always have a packet to send. In Bianchi’s 
model, the countdown timer for the back-off does not stop when the channel becomes busy. 
In [10], Xiao extends the work of Bianchi to develop a model to analyze the contention 
window size differentiation for the different priority queues in EDCA, but assumes equal 
arbitration inter-frame spacing (AIFS) periods for all traffic classes. In [9], an analytical 
model for EDCA throughput is proposed which considers collision probabilities for both 
saturation and non-saturation cases, with and without using a virtual collision handler 
(VCH). In [11], the performance of EDCA is analyzed based on both AIFS and retry limits 
for the contention window range, building on the work of [10]. In [12], expressions for the 
non-saturation throughput in EDCA are developed. In [14], an analytical model for both the 
saturated and non-saturated throughput, the end-to-end delay and the frame-dropping 
probabilities of the different traffic classes is proposed. In [13], a saturation throughput 
model is developed.   

In [15], the authors propose a model to analyze the throughput of EDCA in multi-hop 
networks. The model does not compare the analytical results with any simulations or testbed 
implementation results. The work takes into account non-saturation traffic conditions and 
hidden node problems by separating the problem into two models, based on a Markov chain. 
One model is for the node, and the other is for the channel conditions. In [16], an analytical 
model for queuing delay in EDCA is analyzed for single-hop scenarios.  

A three-dimensional Markov chain model for the back-off operation is proposed in [17]. 
The authors derive the throughput for saturation conditions and do not consider the virtual 
collision mechanism.The authors in [18] also propose a three-dimensional Markov chain 
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model for the back-off operation for single-hop networks. Their model is an extension of 
Bianchi’s model for saturated and non-saturated traffic. Other models that calculate the 
saturated throughput by extending Bianchi’s model in single-hop networks include [18–20] 
and [11]. Non-saturated throughput is calculated in the work by [12]. A novel, high-
performance EDCA approach called H-EDCA to partition the collision domain of different 
classes of traffic based on Bianchi’s model is proposed in [22]. Anapproach other than using 
the Markov chain is applied by the authors in [23], by using hierarchical stochastic activity 
networks (HSAN), which employ a stochastic Petri network to calculate the throughput. The 
work in [24]is an extension of Xiao’s model and as such uses Markov chains to model the 
back-off mechanism. Its authors consider not only saturated traffic, but also non-saturated 
traffic for throughput and delay calculations. They furthermore consider access delay in their 
model.  

A mean values analysis approach is used in [25] to calculate the saturated throughput for 
single-hop networks. The model considers the change of the CW size and AIFS. A model 
for collision probability, throughput and access delay for both saturated and non-saturated 
delay in single-hop networks based on Bianchi’s model is proposed in [26] for EDCA. There, 
the authors use Pareto optimal pairs for the number of stations and for different parameter 
sets and loads. A survey of DCF and EDCA models applied to single-hop networks is 
presented in [27].  
All of the models discussed so far have been applicable to single-hop networks only. Most 
of the Markov models are discrete-time Markov chain (DTMC) models. The bi-dimensional 
Markov model has become a frequently used tool for analyzingperformance in CSMA/CA 
considering back-off duration. The majority of the existing body of work focuses on 
calculating the throughput and the mean delay by considering only the delay on the medium, 
and not the queuing time in the node. Numerous models exist which are designed and 
applied to single-hop networks,but not multi-hop networks.  

Interference plays a significant role in performance in multi-hop networks, as shown in 
[28], [29], [30] and [31], as the carrier-sensing range exceeds the transmission range in cases 
of overlapping collision domains [29]. A problem that is known as adjacent channel 
interference (ACI) exists in multi-hop networks, where “bleeding over” can take place. ACI 
causes sensing from outside of a node’s transmission range. Therefore, whenever a node 
within the interference range transmits, all other nodes within this range have to wait [30]. 
This is also called co-channel interference, and will lead to a node’s neighbours using the 
same channel as if they were within interference range of each other, thereby affecting the 
capacity of the network [31]. Most existing models also do not consider the re-transmission 
limit in their approach, and do not calculate the estimated number of transmissions that take 
place.  

In summary, the aspects not covered by existing work are multi-hop networks with re-
transmission calculations, access delay, and capacity degradation with an increase in the 
number of nodes in the network. The advantage of our proposed model is that it does 
consider these values in multi-hop networks.  

3. Absorbing-State Markov Chain Modeling  
We use an absorbing-state Markov chain model to predict the expected number of re-

transmissions at each hop in a network. In this section, we present a brief overview of 
Markov chain theory. A Markov chain is a popular stochastic model used to model dynamic 
systems that change their states over time. They can be classified as either a discrete-time 
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Markov chain (DTMC) or a continuous-time Markov chain (CTMC) [32].   
A stochastic process { Xn}, with discrete time n∈N = { 0, 1, 2, . . . } and a discrete set of 

possible states for the system, is known as a DTMC. Xn presents the state of the chain at n. 
Markov chains possess the Markov property, which states that the behaviour of the next 
state depends only on the state the system is in at present, and not its past states  [32,33]. 

In a Markov chain, a state can transit to the next state at time n. A Markov chain is 
known to be absorbing if it has an absorbing state such that once this state is entered, the 
model cannot exit this state. An essential feature of absorbing Markov chains (AMC) is that 
eventually an absorbing state is entered [32,34]. 

 
To solve absorbing Markov chains, the following steps are taken [34]: 
a) The transition matrix is written in standard form. P is the transition matrix of a 
DTMC such that pst is the probability of a transition from state s to state t. For an absorbing 
Markov chain, all the absorbing states are written such that they precede the non-absorbing 
states. The canonical-form matrix P is given as: 

 
P now has four sub-matrices, where: 

- I is a square identity matrix of size equal to the number of absorbing states for the 
number of rows and also the number of absorbing states for the number of columns. 

- 0 is a rectangular zero matrix of size equal to the number of absorbing states for the 
number of rows and the number of non-absorbing states for the number of columns. 

- R is the rectangular matrix of transition probability from a non-absorbing state to an 
absorbing state of size equal to the number of non-absorbing states for the number 
of rows and the number of absorbing states for the number of columns. 

- Q is a square matrix of transition probability from a non-absorbing state to a non-
absorbing state of size equal to the number of non-absorbing states for the number 
of rows and also the number of non-absorbing states for the number of columns.  

 
b) To determine the limiting matrix steady state (or the long-term behaviour of an 
absorbing Markov chain), we multiple P by itself continuously. 

 
As ∞→t then Qt 0→ . The limiting matrix form that has now been obtained, has the form:   
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The system will move to some absorbing state. The limiting matrix is a simplified notation 
of multiplying P with itself until infinity. The fundamental matrix (F) is calculated as: 

F = (I - Q)-1 (3) 
To determine the limiting matrix, FR must be calculated and then written in the form above. 
 
c) The number of steps that it takes to reach the absorbing node is calculated by summing 
each row in the fundamental matrix (F) to give the expected number of periods (t) spent in 
each non-absorbing state before reaching the absorbing state. The sum of each row can 
easily be derived by multiplying the F matrix with a column matrix whose entries are all 1. 
 

Fct =  (4) 
where c is a column matrix whose entries are all 1. 
 
d) The following equation is used to determine the probability of entering an absorbing 
state given the current state.  

 
B = FR       (5) 

By,z is the probability of being absorbed in the absorbing state z from a transient state y. In B, 
yis the row elements representing the non-absorbing states, and zis the column elements 
representing the absorbing states.     

4. Assumptions and Network  
 

This section presents the assumptions made in order to develop the analytical model, as 
well as the multi-hop networks used for the testing of the model and to obtain the results in 
Section 8.  

A node is made up of arriving packets, packets being serviced and packets queued.  
The following assumptions are made:  
1. The packets for the different priority classes are of equal length. In telemetry 

networks, packet sizes are usually between 60 bytes and 600 bytes [35-37]. Smaller 
packets have a lower probability of collision, as they are less prone to collisions [38]. 
Therefore, in this model, packet size is not taken into account. 

2. The arrival rate is assumed to be a random Poisson distribution, as the arrival events 
occur independently. 

3. Each queue in each node follows the M/M/1 queuing principles, as the arrival rates 
are assumed to follow a Poisson process and the departure rates are assumed to have 
an exponential distribution.(If the waiting time is unknown, it is appropriate to 
model the system with an exponential distribution.)Both of these distributions are 
memory-less and thus we use the M/M/1 queue model. The number 1 is used 
because we use a single channel for transmission.  
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4. The optional RTS/CTS mechanism in the IEEE 802.11 standard is not used, as the 
mechanism under study is the basic mechanism.  

5. The channel is in ideal conditions. This is to say that the model assumes there are no 
channel errors, no capture effects and no hidden terminal problems. 

6. All nodes are in saturation. This is to say that it is assumed that every node always 
has data available in its buffer to transmit.  

7. The system is slotted. This is to say that a node is only allowed to send data at the 
beginning of the time slot. The countdown for the back-off takes place in discrete 
time step intervals equal to the time slot. This condition makes it possible to model 
the system as a DTMC model. 

8. The collision probability is constant for a given traffic load, depending on the 
network size and priority data class.  

9. The queuing system is open, meaning packets can enter and leave the queue in a 
node.  

10. The data priority queues in each node have infinite length, and no packets are 
dropped due to congestion.   

11. The transmission opportunity (TXOP) limit is not used. If TXOP bursting is used, 
where multiple packets can be transmitted when the node gains access to the 
channel, the queue resembles a G/G/1 queuing system and the M/M/1 equations will 
not hold. 

 
In this model, only the important aspects of the MAC layer scheduling strategies are 

modeled, while the parts that are not under study are simplified or omitted. The important 
aspects are the scheduling strategy operation, the queue waiting time, and collisions. 
Theexcluded parts are information about other layers, such as the application, transport, 
network and physical layers and their overheads.   

Different multi-hop network sizes (from a one-hop network size to a five-hop network 
size, as shown in Fig. 1) are used to obtain the results in the analysis of the model presented 
in the next section. A maximum network size of five is used for two reasons, the first being 
that it is rare to have wireless multi-hop networks with data having to be transmitted over a 
large number of hops. (The model is, however, applicable to bigger networks as 
well.)Secondly, the model holds under stability conditions; a large number of hops for 
transmission would make the system unstable. A stable system is one where the arrival rate 
is less than the departure rate,where the queue length is finite, and where dropping of 
packets from the queue does not take place due to capacity. The stability of a system 
depends on the transmission rates, arrival rate, and packet size.  

The transmission range for each node is shown as dotted lines in Fig. 1. The interference 
range is greater than the transmission range, as the strategy uses SRSC technology [29]. 
Another node within the interference range that wants to send data will detect the channel as 
being busy if a transmission is taking place by a node within the transmission range. The 
source node sendsthe data to the destination node for the different network sizes, as shown 
in Fig. 1; all the intermediate nodes only forward the data. The distance between the nodes 
has an effect on the propagation delay to transmit packets between nodes, as well as on the 
bit error rate (BER). The transmission range of each node in a network is such that only one-
hop transmission can take place. 
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Fig. 1. The multi-hop networks under study 

5. End-to-End Delay Analytical Model 
End-to-end delay is defined as the time that elapses from the time the packet is sent to 

the time that it successfully reaches its destination. The end-to-end delay is the total of all 
the waiting times in the queue and service times at each hop link for a packet to reach the 
destination from the source node. In other words, the true sojourn time is the sum of the 
basic access times and the queuing times at each node at each hop. The waiting times at each 
node are made up of the access delay time; the arbitration inter-frame spacing (AIFS) for a 
multi-queue system or DCF inter-frame spacing (DIFS) for a single-queue system; and the 
back-off time, which depends on the contention window (CW) size. The service time on 
each link is made up of the time to transmit the header of the packet, the time to transmit the 
payload of the packet, the short inter-frame spacing (SIFS) period, the time to transmit the 
acknowledgement (ACK) message, the propagation delay, the ACK-timeout period in the 
event that no ACK is received, and the number of transmissions at each hop link. These 
parameters are illustrated in Fig. 2 for each hop link. The medium access delay equations are 
also presented in [39], [9] and [12].  

In this section, we develop a model to calculate the end-to-end delay for a single-queue 
SBC strategy such as DCF, as well as for a multi-queue SBC strategy such as RWS.      
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Fig. 2. Timing diagram for sojourn time at each hop link 

 
5.1 Single-Queue Strategy 
 

DCF uses a single queue in each node, with data treated on a first in, first out (FIFO) 
basis. With DCF, the end-to-end delay for a successful transmission on the hth hop link ( hTS ) 
is given by: 

t
hh R

LPropDelayWACKSIFSBODIFSTS ++++++= (6) 

 
where DIFS is the DIFS duration; SIFS is the SIFS time period; ACK is the time it takes 

to transmit back an acknowledgement; hW  is the access delay time at the hth hop; PropDelay 
is the propagation delay time which is the time taken to transmit a signal based on the 
distance between the nodes; L is the size of the packet including the header and payload; 
BO is the back-off duration, which depends on the CW value selected; and tR is the average 
transmission rate on the medium.  

If a collision takes place, the collision time is expressed as: 

t
TIMEOUT R

LPropDelayACKSIFSBODIFSTC +++++= (7) 

PropDelayACKSIFSACKTIMEOUT ++=  (8) 
 

Equations 7 and 8 are derived from the fact that if a node does not receive an 
acknowledgment from the receiver within a time period of ACKTIMEOUT, the sender assumes 
that a collision occurred, or that the packet did not reach its destination successfully. 
Therefore, another transmission attempt is made. The collision time in Equation 7 therefore 
also includes the additional ACKTIMEOUT period before attempting another transmission 
attempt.     

The end-to-end delay (D) over all the hop links includes the successful transmission 
time on each hop link, the collision time, and the number of re-transmissions, and is 
expressed as: 

)*(=
1=

TCNRTSD hh

H

h
+∑  (9) 

where hNR  is the number of re-transmissions at the hth hop link and H is the maximum 
number of hop links from the source to the destination. 
 

In Section 5.1.1,we will now explain how the expected number of re-transmissions at 
each hop is calculated. Section 5.1.2 explains how the access delay time is calculated,and 
Section 5.1.3 shows how the stability of the system is calculated.  
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5.1.1 Expected Number of Re-transmissions 
 

To calculate the expected number of re-transmissions in a multi-hop path network, we 
modeled the system as an absorbing-state DTMC. The notation used to represent the states 
ishop number, transmission number. Since a maximum of seven re-transmissions is allowed 
by the 802.11 protocol, the eighth transmission attempt represents an unsuccessful 
transmission of a packet where the packet is dropped [40,41]. States 1,8; 2,8; 3,8 … up to 
N,8 and the destination state are all made absorbing states. N,8 is the state that is entered at 
the Nth hop number and after the seventh transmission attempt. A transition to the next hop 
node depends on the probability of success on the channel. A transition to the next 
transmission attempt state at the same hop node depends on the probability of not being 
successful. An N-hop network is shown in Fig. 3.  
 

 
Fig. 3. The absorbing Markov chain model for a multi-hop network 

 
Limiting matrices for the different network sizes are derived. For a one-hop network, the 

transition matrix (written in standard form, as explained in Section 3, with the absorbing 
states written ahead of the non-absorbing states) is:   

 
These matrices are then used to determine the expected number of transmissions 

between each hop to reach the destination with the application of Equation 4 (the number of 
steps that it takes to reach the absorbing node). The probability of reaching a certain 
absorbing state is calculated using Equation 5 (the probability that, if a system is in a 
particular state, it will reach the absorbed state).  
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To determine the probability of successful transmission on the channel (a value needed 
in the limiting matrices), we first derive the probabilities for collision on the channel, andthe 
probability of error on the channel. We then use these probabilities to calculate the 
probability of successful transmission on the channel.  
 
The probabilities are estimated as follows: 
 

a) Probability of collision on the channel: The probability of collision in a time slot is 
dependent on the transmission attempt probability and the number of nodes that cannot 
transmit while any one of the other nodes is transmitting. The probability of collision is 
calculated based on the fact that a collision takes place when one node transmits and any of 
the N-1 remaining nodes also transmits a packet in the same time slot. The transmission 
attempt probability of a node is inversely proportional to its contention window size under 
saturation [35–39]. The value of CW is selected as CWmin when the first collision takes place. 
The probability of collision negates multiple re-transmissions, as the probability of success 
that is needed in the model is based on the first attempt, and onetransmission attempt is 
statistically independent of others.  

The transmission attemptprobability (τ ) can be expressed as: 

min

1=
CW

τ      (11) 

The system is backlogged if the queue is not empty, as stated in [47]. The transmission 
attempt probability increases with an increase in load. This happens as a result of queues 
with data countdown, when achannel is detected as being idle and then freezes when a 
transmission takes place. With a higher load, there is a higher chance of more packets 
already having counted down for the back-off, and thus anincreased transmission attempt 
probability.This can be taken care of in the denominator, taking the arrival and departure 
rates of the nodes in the transmission range. For networks with nodes in the interference 
range, “bleeding” and overlapping of transmission ranges cause nodes that are trying to 
transmit to hear other communications beyond the transmission range. This happens if 
SRSC technology is used and all nodes are configured to the same channel frequency. A 
signal with significant power in one region can cause a node’s neighbours to detect the 
strong signal and thus prevent them from transmitting. This causes their transmission to be 
delayed even further. The number of nodes within the interference range that prevents 
concurrent transmission depends on the size of the network. The new transmission attempt 
probability,considering the load and the nodes in the interference range, now becomes: 

)1)((
1=

min ρ
τ

−CW
     (12) 

where  

µ
λρ =  (13) 

The simplified derived equation for collision probability within a time slot now becomes: 
1)(11= −−− N

cP τ      (14) 
The system holds for the following conditions: 

10
10

<≤
<≤

τ
ρ
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where N is the number of nodes in the interference range, 𝜌𝜌 is the traffic density (also known 
as the utilization factor), 𝜇𝜇 is the departure rate, and 𝜆𝜆 is the arrival rate. 

b) Probability of error in transmission: Bit error rate (BER) plays a significant role in 
the successful receiving of a packet. Packets with errors have to be re-transmitted, and packet 
size has a great impact on the performance of the system. Larger packet size will result in 
higher packet errors. The probability of error is calculated based on BER and packet length (L) 
as: 

L
error BERP )(11= −−      (15) 

We assume ideal channel conditions, and therefore BER = 0. 
 
c) Probability of successful transmission: The overall probability of successful 

transmission over the channel is calculated as: 

errorcs PPP −−1=      (16) 
The calculated probability of successful transmission is used for the absorbing Markov chain 
model presented in Fig. 3. Equation 4 is used to determine the expected number of 
transmissions between each hop to reach the destination.   

 
d) Average CW size: We calculate the average back-off CW size as in  [48]. The 

probability of collision in the channel is Pc, and the probability of no collision is 1-Pc. The 
CWmin value is doubled each time a collision occurs. These factors are used in a renewal 
reward process to calculate the approximate average back-off CW as a geometric 
distribution, summing the results up to the first success and considering re-transmissions: 

2
2

2
2)(1...

2
2)(1

2
)(1= 1 min

M
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cavgbackoff
CWPCWPPCWPPCWPCW ++−++−+−

         (17) 
where M is the maximum allowed exponential increase for the CW size, and CWmin is 

the minimum CW range size value. This equation gives us the expected number of CW 
back-off re-transmission sizes between renewal events. With a probability of 1-Pc, the 
transmission is successful and the random number that is generated is assumed to be the 
mid-value between 0 and CWmin. The second term in the equation is when the first 
transmission fails and the second is successful. The contention window increases in size as 
well. The rest of the terms allow for up to M re-transmissions. 

The obtained value for the number of transmissions can also be verified by calculating 
the average CW size using Equation 17, and determining the range into which this value 
falls. CWmin is incremented exponentially after every collision until it reaches CWmax. After 
it reaches CWmax, it stays constant until a successful transmission, or until the packet is 
dropped on reaching the maximum re-transmission limit.  

 
5.1.2 Access Delay Time 
 

The queue in a node with DCF is assumed to follow the principles of an M/M/1 queue. 
In [49], the DCF model in multi-hop networks also models the queues in a node using an 
M/M/1 queue. (In [50], EDCA is modeled as M/M/1.) The queue in a node with DCF is an 
M/M/1 queue because the arrival rate follows a Poisson distribution, with a fixed arrival rate 
for constant bit rate (CBR) data, and because the events occur independently; the departure 
rate is exponential, as the waiting time between events is unknown and random; and the 
system has one channel for the service of packets. The departures from one node feed into 
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the next nodeas arrivals. The access delay time (W), which is the time a packet waits in the 
queue, is derived in [51] as: 

λµ
ρ
−

=W  (18) 

 
5.1.3. Determining Network Stability   
 

The number of packets in the node system gives a good indication of whether or not the 
system is in saturation. The number of packets in the system for an M/M/1 system can be 
calculated as [51]:   

ρ
ρ
−1

=sPkt       (19) 

  
The utilization equation presented in Equation 13 indicates the stability of a system. 

If the utilization is below 1, the system is known to be stable. If the calculated value is 
greater than 1, the system becomes unstable [51]. To determine if the system will be stable 
for the evaluated arrival rate for different network sizes, the utilization can be calculated 
considering each link in the interference range of the network under study.  
 
5.2. Multi-Queue Strategy 
 

In section 5.1 we derived the end-to-end model for a single-queue multi-hop system. In 
this section, we derive a model for a multi-queue system, using the RWS scheduling strategy. 
Thedata packets for each priority are of equal size. The system is a non-preemptive queuing 
system. For a preemptive queuing system, the ongoing service is halted when higher-priority 
data arrives. For a non-pre-emptive system, the ongoing service is not halted even if higher-
priority data arrives.   

With RWS, the end-to-end delay for a successful transmission on the hth hop link for the 
jth priority class (j = 1,2,…, J, where 1 representsthe highest-priority queue and J represents 
the lowest-priority queue) is given by: 

j
hjhj R

LPropDelayWACKSIFSjBOjAIFSTS ++++++ ,, )()(=   (20) 

where AIFS(j) is the AIFS duration for the jth priority class; hjW , is the access delay time 
at the hth hop for the jth priority class; )( jBO is the back-off duration for the jth priority class; 
and jR is the average transmission rate for priority class on the medium.  

If a collision takes place, the collision time is expressed as: 

j
TIMEOUT R

LPropDelayACKSIFSjBOjAIFSjTC +++++ )()(=)(  (21) 

The end-to-end delay for the jth priority queue ( jD ) over all the hop links takes into 
account the successful transmission time on each hop link, the collision time, and the 
number of re-transmissions.   

))(*(= ,,
1=

jTCNRTSD hjhj

H

h
j +∑  (22) 
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where hjNR ,  is the number of re-transmissions at the hth hop link for the jth priority class.   
To calculate the expected number of re-transmissions at each hop for each priority class, 

the same AMC model as in Section 5.1.1 is used, except that equations are derived to 
consider multiple queues, as explained in Section 5.2.1. Section 5.2.2 explains how the 
access delay time in RWS for each priority queue is calculated.  
 
5.2.1 Channel Probabilities using Multi-Queue  
 

The collision probability on the channel under conditions of stability, considering 
possible collisions due to packets from any of the priority classes from any of the other 
nodes, is derived from Equation 14 as:  

1

1=

)(11= −−−∏ N
j

J

j
cP τ  (23) 

where jτ  is the transmission probability of the jth priority class data.  
The probability of the channel being idle for a network with multi-class priority queues 
becomes: 

N
j

J

j
idleP )(1=

1=

τ−∏  (24) 

The probability of successful transmission is calculated as in Equation 16.  
 
5.2.2 Access Delay using Multi-Queue 
 

In a multi-queue system with J priority classes (j = 1,2,…, J), the arrival rates of the 
different classes are λ1, λ2, …., λJ. The mean and second moment of the service time of the 
different classes are 𝑥𝑥𝑗𝑗 and 𝑥𝑥𝑗𝑗2 respectively. In this work, the derived mean results of the 
Pollaczek-Khinchine type for an M/G/1 priority system is used and extended to convert the 
system to M/M/1, as per the rule in [51]. The data packets from the different queues are 
served in the order in which they arrive at the particular queue.  

In [51], the M/G/1 non-preemptive priority queuing model is presented. The model is 
simplified in our work to transmit data according to the assigned transmission probabilities 
from the different queues for the RWS scheduling strategy. The M/G/1 model is not suitable 
for our system, as the departure rate in our system is assumed to follow an exponential 
distribution for a discrete probability distribution that assumes an estimated output 
probability scheduling from each queue in the scenario when the system is saturated. The 
departures from the current hop node feed as input into the next hop node, and the arrival 
rates are totally independent. In the M/G/1 model, the residual service time is therefore 
modified to become exponential, and the service time is assumed to be exponential, since 
the next queue for packet transmission is chosen randomly, with fixed rates. This changes 
the system to become an M/M/1 non-preemptive priority system, as stated by the rules in 
[52] and [51]. An M/G/1 model is a semi-Markovian queuing system, and is solved with 
techniques like imbedded Markov chain and residual service time. The imbedded process 
looks at queue behavior at service completion, while the residual service time method 
models the system from an arriving packet’s perspective.  
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The work in this model is based on the M/G/1 model using residual service time. The 
M/G/1 model is changed to an M/M/1 by changing the second moment to become 2𝜇𝜇−2 for 
residual service time, according to the rules stated in [52] and [51]. 

The data packets are served by the same channel, with a general service time 
distribution with a mean 𝑥𝑥𝑗𝑗  and second moment  𝑥𝑥𝑗𝑗2 for data packets belonging to class j.  
Equations 25 to 30are from [51]. A brief explanation of how waiting time is derived is then 
given before we develop our access queuing delay model.  

The total packet arrival rate for all different priorities of data is: 

j

J

j
λλ ∑

1=
=  (25) 

The utilization of data packets from class j is given by:  
jj xλρ =  (26) 

The average system service time and utilization become: 

j
j

J

j
xx

λ
λ

∑
1=

=  (27) 

j

J

j
ρρ ∑

1=
=  (28) 

The mean residual service time (R) is the weighted sum of all the residual service times 
for each priority class, calculated in [51] as: 

)
2

(=
2

1= j

j
j

J

j x
xR ρ∑  (29) 

The waiting time for a data packet of the nth priority queue class that arrives at any of the 
different priority queues is made up of the mean residual service time, the total service times 
of the data packets already in the same priority queue, as well as the service time while other 
queues are being serviced. The derived waiting time is:  

)...)(1...(1
=

21121 nn
n

RW
ρρρρρρ −−−−−−−− −

(30) 

Using the theory in [51], it is stated that if the service time is exponential, then the 
second moment becomes 2𝜇𝜇𝑗𝑗−2for residual service time. Substituting this condition into 
Equation 29, the new residual service time makes the model M/M/1. The new value of R 
now becomes: 

2

1=
= jj

J

j
xR λ∑  (31) 

Combining Equations 30 and 31, we get the access delay time for the nth priority queue in a 
node as: 
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The access delay for the nth priority queue at the hth hop node can be written as: 
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The channel utilization for the jth class at the hth hop node can be written as: 

hjhjhj x ,,, = λρ   (34) 
 

With the RWS scheduling strategy, a priority queue for a packet transmission is first 
chosen. This is done by assigning weights to each priority queue, after which a random 
number is generated. A priority queue into which the number falls is chosen to transmit a 
packet. A packet is selected, and then the contention periods of AIFS and back-off are 
carried out. The analysis network model is shown in Fig. 1. Each node receives and 
forwards data to the destination node, as shown in Fig. 4.  

 

 
Fig. 4. A multi-hop network using the RWS scheduling strategy 

 
The arrival rate for the jth priority class at the hth hop for the network under study in 

saturation can be expressed as:  
1

, = −h
jhhj PWλλ  (35) 

where PWj is the scheduling weights assigned to the priority class in the RWS strategy.  
Substituting Equations 34 and 35 into Equation 33, the access delay time in the queue 

for each priority queue at each hop node is derived. 
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6. Model Verification  
To confirm the accuracy of our model, we compare the prediction of the analytical 

model to the simulation results obtained with OMNeT++. DCF has one queue in each node. 
For RWS, we implement three queues in each node. The parameters used in the simulations 
and the model are shown in Table 1 and Table 2 respectively. The results presented in this 
paper are for different load scenarios using DCF and RWS, as shown in Table 3.  
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Table 1. IEEE802.11g parameter values used 
Parameter Value 
Simulation Time 900 sec 
Path Loss Model free space 
Slot Time 9µsec 
Channel Data Bit Rate 54Mbps 
SIFS 10µsec 
Basic Bit Rate 6Mbps 
Propagation Delay 1µsec 
PHY Preamble and Header 192 bits 
MAC Header 272 bits 
ACK 112 bits 
Packet Size 512 bytes 

 
Each node is configured with the IEEE 802.11g standard using 54Mbps as the data rate 

and 6Mbps as the basic rate. Acknowledgments are sent back at the basic rate, and this is 
also the rate at which packets leave the node for a queuing system if it is the only node 
contending for the medium. Each simulation is run five times, with different seed numbers 
for each run, and the average values were used for the results. The maximum and minimum 
values obtained from the different seed runs were used to plot the simulation error bars. To 
obtain the numerical results of the model, the equations were setup as functions in 
MATLAB.  

 
Table 2. Default DCF and RWS strategy parameters used 

  RWS Scheduling  DCF 
Scheduling High Priority 

(HP) Data 
Medium Priority 

(MP) Data 
Low Priority 

(LP) Data 
CWmin 7 15 31 31 
CWmax 15 31 1023 1023 
Retry Limit 7 7 7 7 

Table 3. Test cases for different schedule-before-contention strategies 

 
Scheduling 

Strategy 
Data 

Classes 
Data Rates 
(packets per 

second) 

Total 
Traffic 
(packets 

per 
second) 

Network Utilization for  
Different Network Sizes 

1 Hop 2 
Hops 

3 
Hops 

4 
Hops 

5 
Hops 

Scenario 1 DCF 1 200 200 0.136 0.273 0.41 0.55 0.682 
Scenario 2 DCF 1 300 300 0.22 0.44 0.66 0.88 1.10 

Scenario 3 RWS 3 (HP, MP 
and LP) 50 150 0.11 0.22 0.33 0.44 0.55 

Scenario 4 RWS 3 (HP, MP 
and LP) 100 300 0.22 0.44 0.66 0.88 1.10 

Scenario 5 RWS 3 (HP, MP 
and LP) 150 450 0.33 0.66 0.99 1.33 1.66 

7. Results 
This section presents the end-to-end delay for both ouranalytical model and the 

simulations. Our model and the simulated end-to-end delay results for the test case scenarios 
over the different hop network sizes are presented in Fig. 5 for DCF and in Fig. 6 for three-
queue RWS scheduling. The stability calculated for each network size and load is presented 
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in Table 3. As mentioned before, the model is only valid when the network is stable.  
Close correlation with the predicted results is observed. For the DCF case with one 

queue, the system becomes unstable for network sizes of greater than four hops for aload of 
300packets per seconds (pps). This is in accordancewith the network utilization of 1.1 
(calculated using Equation 13),which is greater than 1; hence the system becomes unstable.  

The same instability effect is observed for the RWS cases, with three queues for a data 
rate of 100pps for each queue after four hops. In Test Scenario 4,the 150pps case with RWS 
with a data rate of 150pps for a network size greater than three hops is also unstable. The 
error bars show the range into which the simulated results fall with the use of different seeds. 
It is observed that with end-to-end delay, there is a small error range for the simulated 
results.  

There are slight differences between ourmodel’s results and the simulated results for the 
end-to-end delay. In most cases, the simulated results are higher than the model’s results. 
The percentage of absolute error between the modeledand simulated end-to-end delay results 
is calculated in Table 4. The errors are all less than 17%, with most being below 10%. 
Higher absolute errors are observed at one-hop and two-hop nodes,as these nodes are not in 
saturation. Lower absolute errors are observed when the nodes are in saturation. The 
difference between the model’sand the simulation’s results can be explained as follows:  

(1) The model does not take into account when two nodes from different collision 
domains transmit at the same time and a collision occurs.  

(2) The mid-value of the minimun CW values isused for the back-off duration, and thisis 
just an approximation. The actual value could be moreor less than this value.  

(3) The model does not consider the period for whichthe back-off freezes when another 
node is in communication.  

(4) The model does not consider information from other layers such as the application, 
transport, network, and physical layers, and their overheads.  

Collisions result in the need for re-transmissions, which increases the end-to-end delay, 
as the data then have to travel over multiple hops to reach its destination. The collision 
probability therefore plays a critical role in the achievable end-to-end delay. The number of 
collisions increases with an increase in arrival rate and with the size of the network for all 
priority data classes.  

 
Table 4. Percentage of absolute error between the simulated and modeled results for the end-to-end 

delay 

  Scheduling 
Strategy 

Data 
Classes 

Data Rates 
(packets per 

second) 

Percentage of Error for End-to-End Delay 
(%) 

1 
Hop 

2 
Hops 

3 
Hops 

4 
Hops 

5 
Hops 

Scenario 1 DCF 1 200 4.45 8.86 4.38 6.19 1.58 
Scenario 2 DCF 1 300 4.76 6.92 2.88 5.8   
Scenario 3 RWS 3 50 HP 9.52 3.92 3.49 0.77 2.73 
Scenario 3 RWS 3 50 MP 13.89 3.70 6.82 0.05 0.39 
Scenario 3 RWS 3 50 LP 7.27 16.95 4.74 2.93 4.11 
Scenario 4 RWS 3 100 HP 8.70 3.51 6.48 1.10   
Scenario 4 RWS 3 100 MP 8.33 2.77 4.61 4.62   
Scenario 4 RWS 3 100 LP 7.14 9.84 6.22 3.10   
Scenario 5 RWS 3 150 HP 12.00 7.69 5.71    
Scenario 5 RWS 3 150 MP 7.69 2.15 2.25    
Scenario 5 RWS 3 150 LP 10.71 2.36 6.87    
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200pps – Scenario 1 

 
300pps - Scenario 2 

  
  

Fig. 5. End-to-end delay with the DCF scenarios using homogeneous data 
 
 

 
(a) 50pps for High-Priority Data - Scenario 3 

 
(b) 50pps for Medium-Priority Data - Scenario 3 

 
(c) 50pps for Low-Priority Data - Scenario 3 

 

 
(d) 100pps for High-Priority Data - Scenario 4 

 
(e) 100pps for Medium-Priority Data - Scenario 4 

 
(f) 100pps for Low-Priority Data - Scenario 4 
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(g) 150pps for High-Priority Data - Scenario 5 

 
(h) 150pps for Medium-Priority Data - Scenario 5 

 
(i) 150pps for Low-Priority Data - Scenario 5 

 
Fig. 6. End-to-end delay with three queue RWS scheduling scenarios using heterogeneous data 

Conclusion  
This paper presented a statistical, analytical model framework for the end-to-end delay 

calculations in a multi-hop network for schedule-before-contention MAC strategies. This 
model is applicable to networks with both single-queue and multiple-queue nodes for 
differentiated heterogeneous data. The model presented here applied Markov chain theory 
with absorbing states, as well as queuing theory. More specifically, M/M/1 queuing theory 
was used to represent the queues in a multi-hop network in order to derive the access queue 
waiting times.  

The model is applicable to SRSC networks; therefore, the number of servers used in the 
queuing theory, was one. The arrival and departure rates from each queue were assumed to 
be Markovian. A Poisson random process of which the inter-arrival times are exponentially 
distributed was used to model the random arrival rates of the packets at each hop. An 
absorbing-state Markov chain model was developed to determine the expected number of 
re-transmissions with CSMA/CA between each hop in a multi-hop scenario. The absorbing 
states were employed when the seven-retry limit was exceeded at each hop, and the packet 
was discarded. Another absorbing state was that of the destination node.  

Equations were derived to calculate the expected end-to-end delay by using the values 
obtained for the queue waiting time and the expected re-transmission models. In this model, 
the total end-to-end delay is made up of waiting times and system times. The waiting times 
at each hop node are made up of access delay time, AIFS or DIFS and back-off time, which 
depends on the contention window (CW) size. System time, in turn, is made up of the time 
to transmit the packet, the SIFS, the time to transmit the ACK message, the propagation 
delay, the ACK-timeout period in the event that no ACK is received, and the number of 
transmissions at each hop link. To use the Markov chain model that was developed here, the 
probability of successful transmission on the medium is required. This probability varies 
depending on the network size, the CW sizes, and the load level in the network. 

In order to evaluate the accuracy of the proposed model, a comparison of the simulated 
and modeled end-to-end delay results was carried out by varying traffic loads for the 
different priority data classes. The results for the end-to-end delay model show close 
correlation, with an error percentage of less than 17% in the worst cases.  
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The model works for the basic channel access mechanism of CSMA/CA and excludes 
RTS/CTS. The overheads due to other layers are not considered. This model is designed for 
schedule-before-contention scheduling strategies in SRSC multi-hop networks. The number 
of re-transmissions plays a critical role in the end-to-end delay and reliability QoS that are 
achievable in multi-hop networks.  

The model also indicates the collision probability expected in a multi-hop network. This 
model is important in view of the speed at which research and practice are moving towards 
using CSMA/CA in wireless multi-hop networks for extending networks or connecting 
different network clusters for applications such as smart grid, smart farming and smart 
health. In many of these networks, cost plays a significant role, and thus SRSC multi-hop 
network, with low-cost technologies will likely motivate more implementations. Collisions 
waste bandwidth, which is an important factor in determining the success of networks where 
bandwidth is limited. The availability of an analytical model could be useful in optimizing 
such networks. 
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