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I. INTRODUCTION  

There are two kinds of fire and smoke detection systems 
based on sensors and image processing. In case of sensors, 
it will be limited the performance of detection ability 
according to the around environment. For example, the 
smoke detection sensors are difficult to detect, if the air 
diffusion occurred around the sensor, due to ventilation at 
the outbreak of fire. And ultraviolet detectors for use with 
flame detection devices are dropped the sensitivity by the 
smoke and other factors absorbing the ultraviolet radiation.  

Because smoke is reliminary symptom of fire, earlier 
smoke detection provides to prevent spread of fire flame. 
Many researchers studied for the smoke and fire flame 
detection algorithms in the literature based on video image. 
The majority of these algorithms focuses on the colour and 
shape characteristics together combined to the temporal 
behavior of smoke and fire flames. [1]. Gubbi [2] used 
discrete cosine transform and wavelet transform to extract 
features and support vector machine to detect smoke. Ko 
[3] extracted several features: colour, wavelet coefficient, 

motion vector, and 9 feature vectors and used random 
forest to classify blocked smoke. Frizzi [1] used neural 
network method using deep convolutional neural network 
by tensorflow to detect smoke or smoke and fire.  

This paper approaches the shape and texture of smoke.  
Extracting characteristics for detecting smoke is classified 
with single characteristics, multiple characteristics, whole 
area characteristics, and district characteristics pursuant to 
the usage of extracted characteristics [4]. Especially, HOG 
characteristics or Improved HOG characteristics are 
widely utilized in the methods for recognizing smoke by 
using the CCTV vision. Zhu et al. [5] applied the HOG 
characteristics based on variable block size to improve 
detection speed. 

This paper consists of the following: Section II 
introduces basic extracting characteristics methods with 
HOG, LBP, and projection vectors. Section III states the 
framework and training of suggested detecting two-
wheelers system. The evaluation and detailed analysis for 
the experimental results are summarized in section IV. 
Section V states the conclusion. 
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II. Feature Extraction 
 
2.1 Histogram of Oriented Gradients (HOGs) 

 HOG [4] converts the distribution directions of 
brightness for a local region into a histogram to express 
them in feature vectors, which is utilized to express the 
shape characteristics of an object. 

Magnitude m(x, y) and orientation ),( yx of a given 

image are computed using Eq. (1) and (2). Since unsigned 
orientations are desired for this implementation, the 
orientation range of degree which is less 0° is summed up 
with 180°.  
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Fig. 1. The example of two wheelers HOG normalization.  (a) 
Original image (b) Calculated magnitude vector (c) cells (d) 
blocks 

In this paper, each cell, as shown Figure 1 (c), is 
represented by 8x8 pixel size and has 9 bins covering the 
orientation for [0°, 180°] interval, as shown in Figure 1 (c). 
Directional histograms for brightness prepared in each of 
the cells were normalized as a block of 3x3 cell. 
Normalization processes are summarized in Figure 1 (d), 
where a movement of block is based on that it is moved to 
right side and to lower side by one cell each. A contrast-
normalization is used on the local responses to get better 
invariance regarding illumination, shading, etc. To 
normalize the cell’s orientation histograms, it should be 
grouped into blocks (3x3 cells). This is done by 
accumulating a measure of local histogram value over the 
blocks and the result is then used to normalize the cells in 
the block. Although there are four different methods for 

block normalization, L2-norm normalization   is 
implemented using equation (4)  
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2.2 Local Binary Pattern  

The Local Binary Pattern(LBP) texture operator, which 
is initially proposed by Ojala et al. [6], has been used 
successfully in various computer vision application, such 
as texture descriptors, face recognitions and etc.  
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where Cg  is the intensity value of center pixel, 
Pg  is 

the intensity value of neighbor pixels. P  is the total 
number of invalid pixels and R is the radius of 
neighborhood. The calculation principle of LBP for 

18 ,LBP  adapted equation (4) is shown in Figure 2.  
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Fig. 2. Example of LBP calculation 
 

2.3 Projection Vectors  

In general, the projection executes the role of 
converting N dimensional coordinate systems into smaller 
dimensions than N. We can take shape information, if a 
projection is used in the image. If it is used as one 
dimension, the horizontal projection vectors can be 
obtained by vertical projection; the vertical projection 
vectors can be obtained by a horizontal projection. The 
binary image of a lizard with its vertical and horizontal 
projections is shown in Figure 3 [7]. If given an image 
whose size is M x N and the image is I (i, j), the projection 
H(k) along the row and the projection V(k) along the 
column of binary image are given by 
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Fig. 3. Example of projection for binary image. 

 

III. Classifier[8] 
 
 Adaboost is a simple learning algorithm that selects a 
small set of weak classifiers from a large number of 
potential features according to the weighted majority of 
classifiers. The algorithm takes as input a training set 
where each belong to some domain   and each label is in 
some label set. The algorithm takes as input a training set 

),(,),,( 11 nn yxyx   where each ix  belong to some 

domain X  and each label iy  is in some label set Y . 

The final hypothesis H  is a weighted majority vote of 

the T weak hypotheses where t  is the weight assigned 

to th  as below sequence. 

 

Given training set: ),(,),,( 11 nn yxyx   
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  :m  the number of positive image (+1) 

  :n  the number of negative image (-1) 

 
2. For t=1 ···T: 
    (a) Normalize the weights, 
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so that itw ,  is a probability distribution of ith training 

image for tth weak classification 

    (b) For each feature, j, train a classifier jh  which is 

restricted to using a single feature. The error is 

evaluated with respect to iw  

              
i

iijjj yxhw )( . 
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3. Output the final hypothesis: 
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IV. Experimental Results 
 

In this study, an experiment was carried out with an 
ordinary user computer environment consisting of a 
Pentium 3.1 GHz and Visual C++ 6.0 Program. An image 
of smoke can be expressed with various shape according 
to the environments. For our purposes, it is hypothesized 
in the experiment for the following 2 cases: a smoke and 
non-smoke. 1,200 pictures of normalized smoke were used 
with a size of 64x128 from the taken photos and internet. 
They were utilized by dividing a training image and an 
experimental image. Non smokes were obtained by 
utilizing randomly extracted pictures from the street 
photos in ordinary cities. The number of non-smokes used 
in the training was equal to the number of smoke, and 817 
pictures of non-smokes were used in the experiment. The 
experiment was carried out using HOG Method (the most 
widely utilized), LBP+HOG, and projection vectors. The 
highest accuracy for each of the methods were calculated 
with equation (8) and the results are 85.98%, 84.06, and 
86.19%.  
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In Table 1, proposed method showed higher detection rate 
than ordinary method. 
 
Table 1. The results of experiment for the recognition rate (%) 

Method Recognition Rate 
Ordinary HOG 85.98 
HOG+LBP 84.04 
Proposed Method 86.19 

 
In case of HOG+LBP, the recognition rate is decreased, 

because of caused of complexity. But proposed method 
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which is used fully connected method showed improved 
result. 
 

V. CONCLUSION 
 

This paper proposed a fully connected of two features to 
improve the detection rate based on Adaboost which make 
strong classifier. Accurately and efficiently smoke 
detection in still images is one of the most difficult works 
due to a variety shape of poses, as well as environmental 
conditions and cluttered backgrounds. In this study, we 
have introduced a novel practical implementation of the 
solution for weak object. It has been experimentally 
demonstrated that the proposed method leads to better 
classification results than ordinary method. we have to 
consider including fire flame, increasing the detection rate, 
several environments, video, other algorithm and etc. 
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