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Abstract – The lack of controllability over the wind causes fluctuations in the output power of the 
wind generators (WGs) located at the wind farms. Distribution Static Compensator (DSTATCOM) 
equipped with Battery Energy Storage System (BESS) can significantly smooth these fluctuations by 
injecting or absorbing appropriate amount of active power, thus, controlling the power flow of WGs. 
But because of the component aging and thermal drift, its harmonic filter parameters vary, resulting in 
performance degradation. In this paper, Quantitative Feedback Theory (QFT) is used as a robust 
control scheme in order to deactivate the effects of filter parameters variations on the wind power 
generation power smoothing performance. The proposed robust control strategy of the DSTATCOM is 
successfully applied to a microgrid, including WGs. The simulation results obviously show that the 
proposed control technique can effectively smooth the fluctuations in the wind turbines' (WT) output 
power caused by wind speed variations; taking into account the filter parameters variations (structural 
parameter uncertainties). 
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1. Introduction 
 
Distributed Generation (DG) and Distributed Energy 

Storage (DES), generally known as Distributed Energy 
Resources (DERs), are small energy sources that can 
improve system reliability, if appropriately controlled. The 
intermittent nature of some renewable energy sources 
like photovoltaic [1, 2] and wind energy [3-5] adversely 
influences their related DG dynamics. The wind power, as 
an energy source with the fastest growing rate all around 
the world, is considered in this paper. It expands at a rate of 
25-35 percent annually over the last decade [6]. The wind 
speed fluctuations can cause variations of the DG output 
power leading to problems such as system instability. 
These problems can be more severe in power systems 
with high wind energy penetration or in an island power 
network [7, 8]. It is worth noting that the problem of output 
power variation is more probable to arise when using 
fixed-speed wind turbines (FSWTs). This type of DG – 
having the advantages of cost effectiveness and robustness 
– uses the induction generators directly connected to the 
grid [7]. In order to overcome the problem, a DSTATCOM 
[9] equipped with an energy storage system (ESS) can be 
incorporated as an effective DES device which is able to 

exchange active power with the electric grid [10-3]. As 
discussed in [14], according to IEEE survey, BESS has the 
most growth over the other types of energy storage devices 
like flywheel or electrochemical capacitors. In [15] some 
projects of DSTATCOM with energy storage, which are 
implemented in the USA and Japan, have been considered. 

There are some studies reported in the literature 
regarding the incorporation of different types of ESSs 
into the wind energy power generation. Batteries [16-20], 
Superconducting Magnetic Energy Storage (SMES) [21], 
Super-Capacitors (SC) [22] and Flywheel Energy Storage 
Systems (FESS) [23] are the main instances of these types. 
In [16], BESS is integrated into a wind power system that 
serves as an auxiliary source for it during the wind power 
fluctuations and/or load changes. The PI controller is used 
to manage the flow of power among the WT generator, 
ESS and the grid. However this structure can be used only 
for the voltage source converter (VSC)-based WGs. In 
[17, 18] connecting the BESSs in parallel with the WGs 
through converters, is proposed. In [17] this system is 
controlled by the artificial neural network controller to 
control the power injected into the grid during the wind 
speed variations. But the effect of converter harmonic filter 
on the equipment performance is not discussed. This is 
also the deficiency of the methods proposed in [19, 20]. 
In [19], the authors focus on designing the BESS for a 
wind-iesel off-grid power system to maximise the 
economic benefits and reliability of the power system. In 
[20] a wind-diesel power system is proposed- which 
applies a diesel generator together with a WT generator- 
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to provide power for some loads. The BESS, controlled 
by PID controllers, is used there with the aim of regulating 
the isolated system frequency. The utilization of SMES is 
proposed in [21] in order to control the power flow in 
microgrids including WGs. The demerit is that the 
structure of the compensator is complicated. Moreover, the 
controller lacks robustness against uncertainties and 
variations of the components parameters. In [22] a wind 
farm equipped with the doubly fed induction generators 
(DFIG) and SCs is investigated. The control system 
operates such that the deviation between the available and 
desired active power output is compensated by the SC. 
The PI controllers are used for controlling the power 
flow of wind generation. In [23], a DSTATCOM/FESS 
with PI controller is utilized with a multi-level controller 
for integrating WGs into the power system.  

The robustness of the control algorithm against 
uncertainties of the system plays an important role in the 
controller design process. In [24], a robust fuzzy-SA-IWD-
PID controller for the DSTATCOM is introduced that 
uses a combination of fuzzy, simulated annealing (SA) 
and intelligent water drops (IWD) algorithms – instead 
of the trial-and-error method – for optimizing the PID 
controller parameters. Hence, the settling and rising times, 
the maximum overshoot and the steady-state error of the 
DSTATCOM's voltage step response can be decreased; but 
its design procedure is complicated and not easy to 
implement. The zero-set concept has been used in [25] to 
obtain the complete set of the STATCOM state feedback 
gains which cannot be performed by means of the 
optimization-based techniques. Thus, the robust design 
of a state feedback controller for a STATCOM is improved. 
In [26] a robust control scheme is proposed for the 
STATCOM through the Riccati equations, in order to 
improve the low voltage ride through (LVRT) capability 
of the FSWTs. But the design procedure is complicated 
and time consuming. In [27] fuzzy sliding-mode control 
algorithm is applied to control the STATCOM equipment 
under various faulted operating conditions. But, the 
robustness against equipment parameter variations is not 
clearly assessed. 

In the above-mentioned works, the DSTATCOM con-
rollers are designed for the fixed-values of filter parameters. 
It is obvious that component aging, thermal drift and 
saturation effects inevitably can cause variations in the 
system parameters; therefore, it is necessary to design a 
controller with an acceptable robustness with respect to 
the system parameters variations.  

The QFT is widely applied in many control applications 
[28] as a robust method which is relatively easy in design. 
In [29], some advantages of the QFT scheme are briefed 
as: a robust design can be achieved with no sensitivity to 
structured plant parameters variations; one robust design 
can exist for the full operating envelope; design limitations 
are obvious during the design process; the achievable 
performance specifications can be found in the early 

design stage; if changes in the specifications are needed, 
a redesign can be made easily through QFT CAD 
package; the structure of the controller is determined 
straightforward; the development of the envelope design 
requires a shorter time; and, optimizing the controller 
parameters is simpler than that of the PI controllers. For 
providing a robust controller for DSTATCOM and as the 
novelty of this article, QFT method is applied on a BESS 
supported DSTATCOM for smoothing the output power 
of FSWGs such that the DSTATCOM harmonic filter 
parameters variations in a range of ±30% do not affect its 
power smoothing performance. Attempt is made in this 
study to apply a continuous-time uncertain transfer 
function model which has parametric uncertainties of the 
harmonic filter parameters. 

The remainder of the paper is organized as follows: the 
general structure of the DSTATCOM is provided in Section 
2. In Section 3, the inverter harmonic filter design is briefly 
described. The basis of the proposed control method is 
described in Section 4. Section 5 includes the DSTATCOM 
active power control algorithm. Finally, the simulation 
results are provided in Section 6, which show the 
capability of the DSTATCOM with QFT controller in 
improving the quality of power generation in microgrids. 
The parameters of the compensator harmonic filter, WT 
and wind model which are used in the simulations are 
listed in the appendices A, B and C respectively. Appendix 
D contains almost all abbreviations and acronyms that are 
used in this article. 

 
 

2. The DSTATCOM Components 
 
As observed in Fig. 1, the DSTATCOM consists of an 

injection transformer, a VSC, an inverter output filter, and an 
ESS connected in parallel with a DC-link capacitor. A 
battery is used as the ESS. A VSC, consisting of 12 
switches (three full H-bridge converters), is used in order 
to compensate for each phase, individually. In fact, the 
VSC performs as three single-phase converters so that it 
can cope with zero-sequence current under unbalanced 
conditions. The VSC generates some high-frequency 
harmonics due to switching functions. Thus, a filter is 
designed for high-power VSCs with the switching 
frequency of 10 kHz. In this paper, an LCL filter is used for 
this purpose. 

 
 

3. Harmonic Filter Design (The LCL Filter) 
 
The DSTATCOM injects harmonics to the grid; hence, 

the design of an appropriate filter to effectively attenuate 
such high-frequency switching harmonics, is essential 
[30]. Many of the existing DSTATCOMs' structures use a 
simple first-order L filter; however, the L filter is bulky and 
inefficient, and does not meet the specified requirements 
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for the switching ranges of mid- to high-power inverter 
applications [30]. 

In this article, the designed filter is of the LCL filter 
pattern, in order to meet the grid interconnection standards 
at a significantly smaller size and cost [31, 32]. The per-
phase equivalent circuit of an LCL filter is shown in Fig. 1. 

According to Fig. 1 the inverter output voltage and 
current are represented by ui and ii, and the grid voltage 
and current are denoted by ug and ig, respectively. The 
switching frequency is fsw. The grid is assumed to be stiff 
enough such that it can be considered as an almost ideal 
voltage source. The transfer function of the LCL filter is 
yielded as follows:  

 
 3

1 2 1 2( ( ) ( )) (1 ( ))g ii s u s s L L C s L L= + +  (1) 
 

where, L1, L2 and C are the LCL filter inductances and 
capacitance, respectively. Equation (2) determines the 
minimum value of L which is equal to (L1 + L2) for which 
the IEEE 519-1992 standard requirements are met for 
current ripple at the switching frequency [31]. The size of 
L depends on the resonance frequency ωr.  

 
 2 2(1 ( ( ( ) ( ) 1 ( ) ))sw g i sw rL ω i s u s ω ω= −  (2) 

 
By applying L and ωr, the value of C is determined as 

follows: 
 

 2
rω 4 LC=  (3) 

 
where, ωr is a constant, while, the values of L and C can be 
adjusted. The design decision in selecting the resonance 
frequency depends on the bandwidth of the closed-loop 
system. Since this bandwidth is decided by the filter 
elements and the control algorithm, an initial estimate of 
the maximum possible system bandwidth is required in 
advance. This bandwidth is assumed to be one-tenth of 
the switching frequency of the VSC [31]. If the value of 
computed L from (2) is very small and/or C is greater 

than 1 pu, (3) is applied to scale L up and C down. The 
closed-loop system will be unstable if some voltage/current 
harmonics coincide around the resonance frequency. To 
overcome this drawback, a damping resistance is located in 
parallel with the LCL filter capacitor [31]. The parameters 
of this designed LCL filter are tabulated in Table A.1 of 
Appendix A. The ratio of ig to ui is decreased whenever 
the switching frequency increases, Fig. 2. Since the filter 
is designed for high-power VSCs with the switching 
frequency of 10 kHz [31], in Fig. 2 it is observed that this 
ratio is equal to zero in this design. 

 
 
4. The Closed-loop Control by Applying QFT 

Controller 
 
The QFT applies a feedback such that the appropriate 

system performance can be achieved despite the plant 
uncertainties [33]. The QFT design procedure, involves 
three basic steps: The QFT bounds are computed, the 
compensator G and pre-filter F are designed [29] and the 
design is analysed. In the first step, the appropriate 
specifications of the open-loop function are converted 
into magnitude and phase constraints which are applied 
in nominal open-loop function. The QFT bounds are 
computed based on these constraints. After that, in the loop 
shaping stage, a nominal open-loop function is yielded that 
satisfies the constraints and achieves the nominal loop 
stability. In order to guarantee that the requirements of the 
design are met at the defined frequency range, the design 
analysis should be run. The block diagram of the control 
system and this proposed QFT flowchart is shown in parts 
(a) and (b) of Fig. 3, respectively, where in part (a), the 
R(s), F(s), G(s), P(s), Y(s) are the DSTATCOM reference 
signals, pre-filter, controller, plant model, and output signal 
Laplace transforms, respectively. 

The first primary control objective in QFT design is the 
stability with reasonable margins of: 

 
 ( ) ( )(1 ) 1.2PG j PG jω ω+ ≤ ,  ω >0 (4) 

Fig. 1. The distribution system with the DSTATCOM 
device 

 
Fig. 2. Variation of (ig/ui) with respect to fsw for the filter 

parameters of Table A.1 
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(a) 

 
(b) 

Fig. 3. (a) Control block diagram of the system in QFT 
design and (b) QFT flowchart 

 
where, P and G are the DSTATCOM plant model and the 
QFT controller to be designed, respectively. The second 
control objective is the robust tracking provided that, 

 
( ) ( ) ( ) (1 ( )) ( )a j F j PG j PG j b jω ω ω ω ω≤ + ≤  

 ω < 2000 rad/s  (5) 
 

where, a( jω) and b( jω) are the unit step response output 

margins. The stability margins are the closed-loop system 
specifications with constant gain, drawn in Nichols chart. 
Obviously, the system response overshoot should be 
restricted on a specific value, which is set to 1.2 here, as 
proposed by Horowitz [33]. 

The DSTATCOM plant model is the LCL filter transfer 
function given in (1), re-written in (6), which is the ratio of 
the DSTATCOM current injected to the grid and the 
DSTATCOM inverter output voltage (Fig. 2). 

 
 3

1 2 1 21 ( ( ))P s L L C s L L= + +  (6) 
 
A continuous-time uncertain transfer function model can 

have a structure mode of parametric, non-parametric or a 
combination of both. As mentioned earlier, attempt is made 
in this study to apply a continuous-time uncertain transfer 
function model which has parametric uncertainties. Its type 
of uncertainty implies the knowledge of transfer function 
parameters variations. In this particular design where the 
nominal values are L1=20 mH, L2=1mH, C=25µF, it is 
assumed  that the filter parameters variations are within 14 
to 26 mH for L1 value range, 0.7 to 1.3 mH for L2 value 
range and 17.5 to 32.5 µF for C value range; indicating a 
30% parameter variation. 

In order to design a QFT controller, the plant dynamics 
should be defined in terms of its frequency response, 
since the QFT works with frequency-domain arithmetic. 
Consequently, the term "template" is used, defined as a set 
of an uncertain plant's frequency responses at a given 
frequency. The performance bandwidth and the templates 
shape determine this frequency range. The margin bounds 
up to the frequency where the shape of the plant template 
becomes relatively invariant with respect to frequency are 
calculated. For DSTATCOM model in this study, with ω 
at approximately 2000 rad/s, the template shape becomes 
almost fixed. The plant templates at some frequencies are 
shown in Fig. 4(a). 

To find the output margin (i.e., b(s) in (5)) a conventional 
second-order system is considered with the overshoot and 
settling time values of 20% and 0.002 seconds, respectively, 
as an acceptable step response output high margin. In order 
to yield the transfer function of a(s), the main factor is the 
settling time. So a first-order transfer function with time 
constant (τ) equal to 0.005 seconds is determined as an 
acceptable low margin step response output, Fig. 4(b). 

For the system to have appropriate characteristics in 
high frequencies the distance between the upper and lower 
limit bode diagrams [33] should be increased, Fig. 4(c). 
This increase in distance can be achieved by adding one 
zero- distanced from the imaginary axis- to b(s) and adding 
two poles- distanced from the imaginary axis- to a(s), 
simultaneously. Addition of the latter poles will increase 
the lower bode diagram slope in high frequencies. Through 
this procedure, the margins' transfer functions will be 
yielded, by trial and error, as follows: 
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Fig. 4. (a) Templates in several frequencies (rad/sec) (b) 
step and (c) frequency responses of the two bounds 

 

  
6 2 6

10 3 2 7 10
( ) (450 9*10 ) ( 3000 9*10 )
( ) 2*10 ( 24000* 8.1*10 2*10 )

b s s s s
a s s s s

= + + +
= + + +

 (7) 

 
According to the desired performance specifications, the 

disturbance rejection bounds are computed through the 
QFT method, followed by obtaining the stability bounds 
(U-counters) leading to the design of a nominal loop 
function (named loop shaping) meeting its bounds. The 
nominal loop transfer function is the product of the 

nominal plant (P) and the controller transfer functions (G - 
that should be designed). For the nominal open-loop to 
satisfy all bounds, the loop transmission related to each 
frequency should be placed either on or over the respective 
frequency bounds. This task is carried out by choosing 
the controller zeros and poles properly, through the QFT 
toolbox of MATLAB software [34]. 

Before the loop shaping process, all bounds should be 
shown in one Nichols chart and their intersection should 
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(b) Prefilter design and (c) the overall controller 
block diagram 
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be chosen for the loop shaping process. The loop shaping 
procedure, which results in the controller transfer function 
of (8), is shown in Fig. 5(a). 

When designing a controller for robust tracking 
performance, in order to ensure that the closed-loop 
response is between the predefined bounds shown in Fig. 
4(c), a pre-filter should be designed. Setting value 1– by 
trial and error– for pre-filter assures this condition, Fig. 
5(b), which is obtained through QFT toolbox of MATLAB 
software [29]; 

 
2( ) (2.363 26265 76919)G s s s= + +  

           2( 2354.9 2353.9)s s+ +  (8) 
 
It is important to notice that the speed at which a QFT 

design can be performed is heavily influenced by the 
experience of the user. Nevertheless, the MATLAB toolbox 
for QFT reduces the required skill and experience for loop 
shaping in QFT. 

 
 

5. The Proposed DSTATCOM Active Power 
Control Algorithm 

 
The block diagram of this proposed control strategy 

for the DSTATCOM is shown in Fig. 5(c). In this block 
diagram, Pwindref is the reference WG active power signal 
that should be injected through WT system into the 
network. The Pwind is the measured WG active power. The 
VWT is the measured WG terminal phase voltage and VWTref 
is its reference value. The error signals of active power and 
terminal voltage are sent to the QFT controllers formulated 
in (8) and signals idinj and iqinj are yielded to compensate 
for the power and the voltage disturbances, respectively. 
The dq/abc transformation block is applied to yield the 
three-phase current signals that should be injected by the 
DSTATCOM. To determine the command signals for the 
DSTATCOM inverter, the reference signal iDSTATCOMref and 
the measured DSTATCOM current iDSTATCOM are applied to 
Hysteresis Current Control (HCC)-block [35], where they 
are compared with each other. Finally, the gate signals are 
produced by the HCC block and sent to the DSTATCOM 
VSC, Fig. 1. 

 
 

6. Simulation Results 
 

6.1 Test system 
 
The IEEE standard 13-bus industrial system, Fig. 6(a), is 

applied as the test system. The test system is implemented 
in PSCAD/EMTDC software. The control method of Fig. 
5(c) is used to control the DSTATCOM. The DSTATCOM 
is a 12-pulse inverter whose phases can be controlled 
separately. Thus, the DSTATCOM acts as three single 
phase converters so that it can inject zero-sequence current. 

The plant is fed from a utility supply at 69 kV and the local 
plant distribution system operates at 13.8 kV. The local 
(in-plant) generator is represented as a simple Thévenin 
equivalent circuit with the internal voltage of 13.8∠-1.52° 
kV, determined from the converged power flow solution. 
The equivalent impedance is the sub-transient impedance 
and equals to 0.0366+j1.3651 Ω. The plant power factor 
correction capacitors are rated at 6000 kVAr. As is typically 
assumed, the leakage and series resistance of the bank are 
neglected in this study. The detailed description of the 
system is given in [36]. A WG coupled with a DSTATCOM 
is implemented in the system. The DSTATCOM controls 
the active power flow from WT bus to bus “05:FDR F” of 
the grid and includes a 0.5 MW/1 MWh lithium-ion BESS 
[37]. It is noticeable that the peak of power oscillations is 
0.4 MW in the simulations. The WG uses a squirrel-cage-
type induction generator. The WG is modelled with blocks 
of an induction generator and a WT available in the 
PSCAD library with the parameters given in Table B.1, 
Appendix B. 

(a) 
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9.50 

10.50 
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(b) 
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1.00 
1.10 
1.20 
1.30 
1.40 

wind turbine generation (pu)

(c) 

Fig. 6. (a) Test system under study [36](b) Wind speed 
fluctuations and (c) the resulting electric power 
fluctuations without compensator 



Mohammad Mahdianpoor, Arash Kiyoumarsi, Mohammad Ataei and Rahmat-Allah Hooshmand 

 http://www.jeet.or.kr │ 1363

6.2 A suitable profile for variation of wind speed 
 
As shown in Fig. 6(b), two wind models are considered 

in this study, which are available in PSCAD/EMTDC 
software: the "Noise" component and the "Gust" component. 
The WG operates at a mean wind speed of 10m/s that from 
t=4 to t=8 sec, the noise component is also applied. The 
equations used for the random noise generation in PSCAD 
software are as follows: 

 

 
1

2 ( ( ) cos( ))
N

wn v i i i
i

V S w DW w t φ
=

= +∑  (9) 

 
in which, 

 

 

2
0 0

3
2 4

2 0

2. . . .
( )

1
.

i
v i

i

K N F w
S w

F w
u

π
π

=
⎡ ⎤⎛ ⎞+⎢ ⎥⎜ ⎟

⎝ ⎠⎢ ⎥⎣ ⎦

, ( 0.5)iw i DW= −  

 
In the above equations DW is the noise amplitude 

controlling parameter, which is a random variable on the 
interval 0 to 2, φ is a random variable with uniform 
probability density on the interval 0 to 2π. K is the surface 
drag coefficient, N0 is the probability density function 
counter limit (an integer between 0 and 50), F0 is the 
turbulence scale, and u is the mean wind speed value. The 
parameters according to noise wind component are 
moreover given in Table C.1, Appendix C. After the noise 
component, from t=8 to t=11 sec the "Gust" component is 
applied which is a sinusoidal component with peak-to-peak 
value of 0.5. 

 
6.3 Output power smoothing in the face of para-

metric uncertainty 
 
The wind power generation without DSTATCOM 

compensation is shown in Figs. 6(c), 7(a) and 9(a). As 
can be seen in the figure, the wind speed variations cause 
significant fluctuations in the active power injected by the 
WG. The base MVA for per-unit system is 1 MVA in these 
figures. 

The injected power of WG-DSTATCOM coupled system 
using PI controller is shown in Fig. 7(b)-(d). The PI 
parameters for voltage control loop are kp=15 and kI=0.1. 
Also for active power control loop, they are kp=kI=0.1. 
These optimal parameters are derived by the support of 
MATLAB PID tuner with Ziegler-Nichols algorithm. In 
Fig. 7(a), fluctuations in the active power injected by the 
WG are shown again for comparison with DSTATCOM-
compensation case. As shown in this figure, the wind 
speed variation causes the output power to increase up to 
40% nominal value which will make the system instable 
if not controlled. In Fig. 7(b) nominal filter parameters 
designed in Section 3 and tabulated in Table A.1, Appendix 

A, are used in DSTATCOM harmonic filter. In Fig. 7(c), 
filter parameters are increased by 30%, and, in Fig. 7(d), 
filter parameters are decreased by 30%. It is clearly 
understood from these parts of Fig. 7 that application of 
DSTATCOM is useful to limit the power oscillation 
amplitudes effectively and help for the system stability 
(oscillation amplitude has decreased from the maximum 
value of 40% to 15%), but the performance of the 
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Fig. 7. The injected power of (a) WG without DSTATCOM 
(b) WG-DSTATCOM with PI controller and nominal
filter parameters tabulated in Table A.1, appendix A, 
(c) WG-DSTATCOM with PI controller and filter 
parameters have been increased by 30%, (d) WG-
DSTATCOM with PI controller and filter parameters 
have been decreased by 30% 
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compensator is affected by the filter parameters variations. 
Particularly, in part "b" both the frequency of output 
oscillations and their amplitudes are augmented. On the 
other hand, in part "c" amplitude augmentation of the 
oscillations is more severe than part "b". As can be seen, in 
some parts of the waveform, the amplitude of oscillations 
reaches to 1.15 pu (i.e., about 15% increase in the output 
power of wind generator). These figures are obtained in 
PSCAD/EMTDC environment. In Fig. 8 all cases of Fig. 7 
are shown in one figure by the help of MATLAB software, 
for better comparison. The enlarged part in Fig. 8 clearly 
shows the effects of filter parameters variations in the WG-
DSTATCOM output power. 

The QFT controller designed in Section 4 as in (8) is 
used with the same system and the resulting output power 
is shown in Fig. 9. In Fig. 9(a), fluctuations in the active 
power injected by the WG is shown for comparison with 
DSTATCOM-compensation case. In Fig 9(b) nominal filter 
parameters designed in Section 3 and mentioned in Table 
A.1 in Appendix A are used. In Fig. 9(c), filter parameters 
are increased by 30% and in Fig. 9(d), filter parameters 
are decreased by 30%. It can be clearly observed that not 
only the QFT controller has dampened the oscillation 
amplitudes to a value less than 3%, but it also has almost 
no change in performance with respect to filter parameters 
variations. Note that the scaling of the power axis has 
changed from (0.85)-(1.15) pu to (0.98)-(1.03) pu for the 
QFT controller outputs (i.e., Fig. 9). 

These figures are obtained in PSCAD/EMTDC environ-
ment. In Fig. 10 all cases of Fig. 9 are shown in one figure 
by the help of MATLAB software, for better comparison. 
The enlarged part in Fig. 10 clearly shows that filter 

Fig. 8. WG active power variations caused by wind speed 
variations in four cases: no compensation and PI 
controlled WG-DSTATCOM with nominal, 30% 
high and 30% low filter parameters 
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Fig. 9. The injected power of (a) WG without 
DSTATCOM, (b) WG-DSTATCOM with QFT 
controller and nominal filter parameters tabulated in 
Table A.1, appendix A, (c) WG-DSTATCOM with 
QFT controller and filter parameters have been 
increased by 30%, (d) WG-DSTATCOM with QFT 
controller and filter parameters have been decreased 
by 30% 
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parameters variations has almost no actual effect on the 
QFT controlled WG-DSTATCOM output power. 

As can be observed in the simulation results, by incur-
porating the DSTATCOM/BESS, power fluctuations of 
WG are reduced but if QFT is used as the controller, not 
only the compensator response has a satisfactory wave-
shape but it is also almost independent of the filter 
parameter variations  in the range of ±30%. A comparison 
between the simulation results of PI and QFT controller is 
shown in Table 1. 

7. Conclusion 
 
In this paper, QFT method is used as a robust controller 

to control a battery-supported DSTATCOM in order to 
smooth the WG output power fluctuations caused by 
unpredictable fluctuations in the wind speed. It is shown 
that filter parameter variations, due to aging or temperature, 
can change the response of a DSTATCOM when incur-
porating a non-robust controller. The QFT controller's 
structure is determined straightforward and its design is 
not complicated or time consuming. Also optimizing the 
controller parameters is not a problem like in the PI 
controllers. The simulation results show that whenever 
the filter parameters are varied by 30%, compared to their 
nominal values, in the case of a non-robust controller; 
the frequency of output oscillations and their amplitudes 
change. However, after incorporating the designed QFT 
controller, the oscillation amplitudes are decreased to 3% 
and there is almost no significant change in the output with 
filter parameter variations in the range of 30%. 
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Nomenclature 
 
C The harmonic filter capacitance 
DW The noise amplitude controlling parameter 
F0 The turbulence scale 
F(s) The prefilter transfer function 
G(s) The controller transfer function 
K The surface drag coefficient 
L1 and L2 Harmonic filter inductances 
N0 The probability density function  counter limit 
Pwind The actual wind active power generation 
Pwindref The reference active power 
P(s) Plant model transfer function 
R(s) Reference signal laplace transform 
VPCC Measured rms voltage of the point of common 

coupling (PCC) 
VPCCref The PCC reference rms voltage 
Y(s) Output of control loop 

fsw Inverter switching frequency 
idinj The d-component of the injected current 
ig Grid side inverter current 
ii Inverter output current 
iqinj The q-component of the injected current 
u The mean wind speed value 
ug Grid voltage 
ui Inverter output voltage 
φ A random variable with uniform probability 

density on the interval 0 to 2π 
ωr Resonance frequency 
 
 

Appendixes 
 

A. Harmonic filter parameters 
 
Parameters of the designed harmonic filter components 

are shown in Table 1. 
 

Table 1. Harmonic filter parameters 

Parameter L1 
(mH)

L2 
(mH)

C 
(µF) 

f1 
(Hz) 

fr 
(Hz) 

fsw 
(kHz)

Value 20 1 25 50 1000 10 

 
 

B. Wind turbine-generator parameters 
 
Parameters of the variable-speed wind turbine with 

induction generator in PSCAD software are shown in 
Table 2. 

 
Table 2. Wind turbine-generator parameters 

Parameter Value 
Induction machine rated power 2 MW 
Induction machine rated voltage 0.7 kV 

Induction machine Stator resistance 0.066 pu 
Unsaturated magnetizing reactance 3.86 pu 

Mechanical rotational damping 0.008 pu 
Stator unsaturated leakage reactance 0.046 pu 

Rotor resistance 0.1 pu 
Wind turbine rotor radius 40 m 
Wind turbine blade area 5026 m2 

Air mass density 1.23 kg/m3 
Rated power of the transformer 2.5 MVA 

Rated voltage of primary winding  
of the transformer 

0.7 kV 

Rated voltage of secondary winding  
of the transformer 

13.8 kV 

Leakage reactance of the transformer 0.04 pu 
 
 

C. Parameters of the noise component of the wind 
speed 

 
The Parameters of the noise component of the wind 

speed in PSCAD software are shown in Table 3. 
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Table 3. The noise component of the wind speed parameters 

Parameter Value 
Number of noise components 50 

Noise amplitude controlling parameter 1 rad/s 
Surface drag coefficient 0.001 

Turbulence scale 30 
Random seed number 8 

Time interval for random generation 0.5 s 

 
D. Abbreviations and acronyms 

 
BESS Battery Energy Storage System 
DER Distributed Energy Resources 
DES Distributed Energy Storage 
DFIG Doubly-fed Induction Generator 
DG Distributed Generation 
DSTATCOM Distribution Static Compensator 
ESS Energy Storage Systems 
FESS Flywheel Energy Storage Systems 
FSWT Fixed Speed Wind Turbines 
HCC Hysteresis Current Control 
IWD Intelligent Water Drops 
LVRT Low Voltage Ride Through 
PCC Point of Common Coupling 
PID Proportional-Integral-Derivative 
QFT Quantitative Feedback Theory 
SA Simulated Annealing 
SC Super-Capacitor 
SMES Superconducting Magnetic Energy Storage 
VSC Voltage Source Converter 
WG Wind Generator 
WT Wind Turbine 
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