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ABSTRACT. Segmenting the image into multiple regions is at the corignaige processing.
Many segmentation formulations of an images with multigigions have been suggested over
the years. We consider segmentation algorithm based on ttephase level set method in
this work. Proposed method gives the best result upon otleéinads found in the references.
Moreover it can segment images with intensity inhomoggreeid have multiple junction. We
extend our method (GLIF) in [T. Dultuya, and M. Kar§egmentation with shape prior using
global and local image fitting energy.KSIAM Vol.18, No.3, 225-244, 2014.] using a multi-
phase level set formulation to segment images with multigdgons and junction. We test our
method on different images and compare the method to otligirexmethods.

1. INTRODUCTION

Segmentation of images with multiple regions is an impdrtasearch in image segmenta-
tion field. Various works of segmentation methods have apeazl. Main goals of the segmen-
tation methods are to partition an image into reasonablebeunf regions, to detect the objects
with different intensity from background of the image andépresent the multiple junction
in the image. Region based model of Mumford-Shah (MS) foneti [1] is fundamental ap-
proach of most segmentation methods. The nonconvexity efMS) functional makes it
difficult to be minimized. To simplify the (MS) model, Chandavese (Chan-Vese)[2] re-
formulate the (MS) functional using the level set method th&roduced in [3]. However,
the (Chan-Vese) method is suitable for two-region imagensggation. To segment multiple
regions, Vese-Chan extended their method in [4]; howeveitfiqphase level set makes the
method computationally expensive because of the rediaditon process of the level set func-
tions. The piecewise constant (PC) and the piecewise snfP&hmodels were proposed in
this extension. The (PC) model works well on the images witérisity homogeneity whereas
the (PS) model can segment images with intensity inhomdtyetevertheless, these methods
are difficult to implement and also increases the computatioost.
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Another common approach is the active contour model , whichni edge based model.
Using the active contour models [10, 11, 12], the local imfitjeg (LIF) approach was pro-
posed to segment images with intensity inhomogeneity in $inilar approaches have been
proposed in [6, 8]. They regularize the level set functicingi$aussian filtering for variational
level set; thus, the (LIF) eliminates the re-initializatiprocess. The (LIF) method gives better
segmentation results and is more computationally efficheant the (PS) model. We formulated
another efficient approach (GLIF) in [17] for images witheinsity inhomogeneity. However
this model cannot segment multiple regions and cannotseptéhe multiple junction. We will
extend the (GLIF) method using multi-phase level set foatiah to partition multiple regions
with junction in this work.

Organization of this paper is followed by: Section 2 introdsi previous works. We re-
view the segmentation models of images with multiple regigkiso, significant segmentation
methods for images with inhomogeneity are introduced. Thamontribution of this work is
presented in Section 3. In Section 3, we extend our methodgiment images with multiple
regions using multi-phase level set method and local imétiegfienergy. We set a local image
fitting term to cope with the intensity inhomogeneity of thesige. To overcome sensitivity of
initialization, a global image fitting term with multi-phadevel set is considered. Numerical
experiments are discussed in Section 4. At last, we con@udgork in Section 5.

2. RELATED WORKS

The first fundamental model for image segmentation was @egphdy Mumford and Shah
in [1]. Their main idea is to approximate an image by a simgdifimage as a combination of
regions of constant intensities and the smoothness of titews was disregarded. These ideas
were incorporated into a variational framework; an inittabgeu, find pair (u, C'), whereu
is a nearly piecewise smooth approximatiomgfand C' is the set of edges. Mumford and
Shah proposed to find:, C') by minimizing the following functional:

FMS(y,0) = / (u — ug)?dx +u/ |Vu|?da —|—1// do (2.1)
Q-C Q-C c
where() is a bounded open set &2, 1 and v are nonnegative constants ayig do is the
length ofC'. Methods of solving the general (MS) model are complicatetl@mputationally
expensive, even though, (2.1) is a natural method of segiemnt

To overcome the disadvantage of (MS) functional, a regiased segmentation method with
level sets was proposed by Chan and Vese [2, 13]. The levidrsetilation of the (Chan-Vese)
model can be written as

EChan—Vese(CbC% ¢) = /Q ((UO - Cl)QH(¢) + (UO - 02)2(1 — H(¢)))dl’

+,M/Q|VH(¢)|dx+1//QH(¢)dm

whereu is a given image on the bounded open subsit R?.
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Vese and Chan extended their model using a multi-phase devébrmulation [16] to par-
tition multiple regions. Piecewise constant (PC) and Rigse smooth(PS) models were pro-
posed in [4]. The (PC) model has the advantage that it caresept multiple regions and
junction.

In the (PC) model, level set functiogs : @ — R, i = 1, ..., m were considered. The union
of the zero-level sets af; will represent the contours in the segmented image. Theaeigor
phases in the domaifn can be defined by the following way: Two pixéls;, y1) and(x2, y2)
in © will belong to the same phase or class if and onliZ{f®(z1,y1)) = H(®(x2,y2)). Here
® = (41, ..., 0m) is the vector of level set functions addl(®) = (H(¢1), ..., H(¢m)) is the
vector of Heaviside functions whose components are onlyQ or

Up ton = 2™ phases or classes can be defined in the domain of defifitiorhe classes
defined in this way form a disjoint decomposition and cowrirfi 2. Therefore, each pixel
(z,y) € Q will belong to only one class, thus there is no vacuum or @geadmong the phases.
The set of curves C is represented by the union of the zerb det of the functiong;. As
shown in Figure 1, we need two level set functigns = 2) to represent four phas¢s = 4)
in the (PC) model. Therefore, the energy of 4 phase (PC) nfodédvel set representation is
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FIGURE 1. 4 phases of two level set functions

written by:

EFC(c,®) = Y (uo — cij)?Hijdx + | [VH(p1)| + [ |VH(¢2)|
P =303 | f e v

where
Hyy = H(¢1)H(¢2), Hiz = H(¢1)(1 — H(¢2))
Hy = (1= H(¢1))H(¢2), Hap = (1 — H(1))(1 — H(¢2))

andc; ; = mearfug), i = 1,2, j = 1,2 in each region/phase.
Figure 2 shows the segmentation result of a noisy synthatigé with a multiple junction.
Using only one level set function in Chan-Vese model (Fid2(ad), the triple junction cannot
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(a) o) © )

FIGURE 2. Segmentation result of (PC) model for image with triplegion

be represented (Figure 2(b)). If we utilize two level setctions (Figure 2(c)) in (PC) model
with n = 4, the triple junction can be represented and 4 phases aextedras shown in Figure
2(d). The (PC) model has advantage that it can representiphe junction and more than 2
phases.

However, the authors Vese and Chan extended their model tephase level set frame-
work, it requiresm level set functions and™ phases to dete&™ regions. To overcome this
difficulty or to reduce this storage, Lie [18] proposed Pigise Constant Level Set Method
(PCLSM). In this model, they introduced using only one lesadlfunction to detect all regions.
The authors assumed that a piecewise constant level setoiugc= 7 in reach region. The
segmentation can be formulated as a minimization of thevatig functional:

F(e,¢) = %/Q ]u—uOIde—i—ﬂZ/Q |V |dx
i=1

Where:v is formed byu = >~ | ¢;4;, herey; are basis functions and these functions defined
by using polynomial approach that is formed by
1 n . n .
vi=o I (0—jjandai= ][ (-#)
Jj=1,j#1i k=1,k#i
and a piecewise constant level set funcijpsatisfiesp=1i in 2; fori=1,2,- - - n.

For uniquely classifying each point or intensity in the irmathey introduced a polynomial
of degreen that isK (¢) = [[;-,(¢ — ¢) for the constraint. Therefore they used a constraint
K (¢) = 0 and solved the following constrained minimization problem

mi(z)n F(c, ¢) subject toK (¢) = 0.
If a given function¢ : Q@ — R satisfiesK (¢) = 0, there exists a uniquec 1, ..., n for every
x € Q such thatp(z) = i. Thus, each point € 2 can belong to one and only one phase if
K(¢) = 0. It can be solved by the augmented Lagrangian method.

These methods work well for images with intensity homoggn@r roughly constant in
each phases) but do not work for the images with intensitgrimbgeneity. So, we will discuss
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segmentation methods for images with intensity inhomoiggen&lost images with intensity
inhomogeneity occur at medical image processing. In pdaicinhomogeneities in magnetic
resonance images (MRI) arise from nonuniform magneticdipltbduced by ratio-frequency
coils, as well as from variations in object susceptibilifiherefore, many segmentation ap-
proaches have been developed for these images.

The first approach is the (PS) model proposed by Vese and @Gharfie (PS) model is
formulated as minimizing the following energy when= 2 (two phase case):

EPS(ut,u™, ®) — /

[ (w0 =" H(6) + (o —u™) (1~ H(g)) ) dudy

o [ (190 @) + V0 1= (o)) dady +v | [VH(0)
Here,u = vt H(¢) + v~ (1 — H(¢)) and¢ can be expressed by introducing two functians
andwu~ such that
~Jut(=z,y), if ¢(z,y) >0
ule) = {U‘(x,y), if ¢(z,y) <0.

This model can be extended to segment an image with inteiligmogeneity and include

two or more phases. Figure 3 shows the segmentation resalhofsy image with intensity

inhomogeneity. By the second term of the functional, a no&e be removed as shown in
Figure 3. Even though the (PS) model can segment an imagedoging the influence of

intensity inhomogeneity, it is computationally expensaal inefficient in practice.

initial contour Edge detection u=Hu++ (1-Hu-

O N
)

FIGURE 3. Segmentation result of (PS) model for noisy image

Compared to the (PS) model, a more inexpensive and accuiadelsnwere proposed in
[5, 6,7, 8, 17]. These models are based on a kernel funéicr) with a localization property
that K (x) decreases and approaches zerdz@sncreases. All methods choose the kernel
function K (z) as a Gaussian kernel

_ 1 |z]?
Ko(w) = (2m)"\2gm exp ( B Tﬂ)’
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with a scale parameter > 0. This scale parameter is a standard deviation of the kernel
and it plays an important role. By suitable chosen, it cartrobthe region-scalability from
small neighborhoods to the entire image domain. The scalemmter should be properly
chosen according to the contents of a given image. In p&aticwhen an image is too noisy
or has low contrast, a large value®&hould be chosen. Unfortunately, this may cause a high
computational cost. Small values @fcan cause undesirable result as well.

We proposed global and local image fitting (GLIF) method in[dy taking the advantage of
the Chan-Vese and (LIF) models. The (GLIF) method define@itgegy functional as follows:

EGLIF((Z)v C1, 627m17m2) = (1 - a)ELIF(¢7m17m2) + aEG]F((Z)v C1, 62) (22)

wherea is a positive constant such th@ < « < 1). The value ofx should be small when the
intensity inhomogeneity in an image is severe. The locahisity fitting energy= /" is equal
to the (LIF) model in [8], and the global intensity fitting (BlenergyE! ¥ is the term of the
Chan-Vese model without regularizing term. Amd andms, are the optimal fitting functions
given by following equation that is introduced in (LIF) mdde

mi = mearfug € ({z € Q|p(x) < 0} N Wi(x)))
= mearfug € ({z € Q¢(x) > 0} N Wi(z)))

Here, the rectangular window function is denoted Wby (z). They defined the local fitted
image as

(2.3)

ut = miH(¢) + ma(1 - H(¢)), (2.4)
Then proposed local intensity fitting (LIF) energy formidatis given by

EHE — %/Q luo(z) — uLFI(m)}zdm , x e (2.5)

In this model, a Gaussian filtering is applied to regularigelevel set function, i.eg = G ¢

, Where~ is the standard deviation. Our method can segment an imaigjesmtensity inho-
mogeneity or multiple objects with different intensitiddowever, it cannot segment multiple
regions. Also the proposed method cannot represent naulipiction. Therefore we will
extend our method in section 3.

3. PROPOSED MODEL

We extend the energy (2.2) using multi-phase level set fnaorle By idea of Vese-Chan
model, we note the regions bywith 1 < ¢ < 2™ = n. Then the extension of our model can
be written as

F.(c,m,®) = /]uo—cZ]Hda:—i— 1—a/’u0—

1<i<n

dx

1<i<n

Where,c; = mearjug) in each region, m; are optimal fitting functions anff; are the Heavi-
side functions whose components are only 1 or 0. In this fanat, the first term encourages
to drive the motion of the contour far away from object boutetaand to represent multiple
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junction. And the second term enables to cope with interishipmogeneity. For the purpose
of illustration, let us write the above energy for= 4 phases or regions as follows.
The fitting term of the Vese-Chan model, excluding reguéiim terms, is given by:

Ef = / <\u0 — 61‘2H1 + ]uo — CQ‘2H2 + ]uo — Cg’zHg + ‘UQ — C4I2H4>d$
Q

4
= Z/ \uo — ciIQHZ-dx
=179

where: Hy = H(¢1)H(¢2), Hy = H(¢1)(1 — H(¢2)), H3 = (1 — H(¢1))H(¢2), Hy =
(1 —H(¢1))(1 — H(¢2)) andc; = meartup), @ = 1,2,3,4 in each region. We call this term
by global image fitting (GIF) term. This term encourages tpriove the convergence speed by
eliminating the segmentation process’ sensitivity tadtization and to represent the multiple
junction.

We extend (LIF) model on two level set functions by following

(3.1)

Ei/ == / }’UJO - m1H1 - TTL2H2 — TTL3H3 - m4H4‘2dl' (32)
Q

where
Ko (@) + (uo(a) - H; )
Ky(x) * H;

Here, K, (x) is a Gaussian Kernel with scale parameter The scale parameter should be
properly chosen depending on the contents of an image. lergka should be chosen from
interval of [1; 3].

The proposed energy functional consists of a local imagediterm and global image fitting
term. Specifically,

. i=1,2,3,4.

m; =

Fy=(1—a)EY + aE§ (3.3)
where « is a positive constant such théi < « < 1). The value ofa should be small
for images with severe intensity inhomogeneity. The looage fitting termE enables the
model to cope with intensity inhomogeneity. Furthermoténdludes a local force to attract
the contours and stop it at object boundaries. The globajénfiting termE¢’ allows flexible
initialization of the contours. Also, it includes a globatée to drive the motion of the contour
far away from object boundaries.

We now discuss the numerical approximation for minimizihg ¥, functional. Constants
¢; that minimize the energy in (3.3) are given by

. [ uo(z)H;(z)dx

‘" [H(x)dz
By theory of calculus of variations, differentiating withspect top;, ¢- for fixed ¢; and we
obtain the following gradient descent flow

% = —5(¢1) (H(¢z)(a1 —a3) + (1 — H(¢2))(ag — a4)> (3.5)

L i=1,2,3,4 (3.4)
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= ‘5<¢2>(H (61)(ar — az) + (1~ H(é1))(as - a4>>

wherea; = (1 — a)(ug(z) — m;) + a(up(x) — ;)% i =1,2,3,4.
The algorithm for solvingFy is as follows:

(3.6)

Step 1.
Step 2:
Step 3:
Step 4

Initialize the level set functio, andgs.

Computec; according to (3.4).

Evolve the level set function; and¢, according to (3.5), (3.6).
Regularize the level set functiaty using a Gaussian kernel,
i.e.,¢; = G, *x¢;,j=1,2whereyis the standard deviation.

Step 5: Check whether the evolution is stationary. If not, returstep 3.

4. EXPERIMENTAL RESULTS

Using gradient descent flows (3.5), (3.6) and the above ithgoy segmentation results are
produced faster and require fewer iteration than the Vasm@nd (PCLSM) models. Exper-
imental results are illustrated in Figure 4, Figure 5 andukggs. Our algorithm works well
on images with intensity inhomogeneity and it can segmeiitipieiregions and can represent
multiple junction (Figure 4(b,c), Figure 5(b,c) and Fig@,c)). The scale parameteris
equal to3 for these images and the regularizing parametés properly choser).8. These
results are better to the results of the Vese-Chan and (PG h&els.

In Figure 4(d), Figure 5(d) and Figure 6(d), the computedayes by (PCLSM) are il-
lustrated. Notice that better results are produced by othade Furthermore, computational
times are relatively high using the proposed method. IndlBbWe compare the number of iter-
ations and computational times for the (PCLSM), Vese-Chadets to our proposed method.

TABLE 1. Computation time results.

Methods Junction Brain lung

Iterations(time(s)

Iterations(time(s)

Iterations(time(s)

Vese-Chan

420 (528.85)

200 (184.16)

2400 (469.09)

PCLSM

492 (148.55)

679 (153.22)

596 (291.84)

Proposed

12 (25.24)

4 (15.23)

2 (6.54)
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(b)

FIGURE 4. Segmentation result of proposed method: (a) is the givemge
with the initial level set; (b) is the result of proposed nath(c) is the com-
puted average of proposed method; (d) is the computed avefdige PCLSM.

@ (b) © (d)

FIGURE 5. Segmentation result of proposed method: (a) is the givemge
with the initial level set; (b) is the result of proposed nath(c) is the com-
puted average of proposed method; (d) is the computed avefdige PCLSM.

()

FIGURE 6. Segmentation result of proposed method: (a) is the gnamge
with the initial level set; (b) is the result of proposed nuth(c) is the com-
puted average of proposed method; (d) is the computed avefdige PCLSM.



72 T.DULTUYA, A.ENKHBOLOR, AND M.KANG

5. CONCLUSION

We proposed the multi-phase level set method of image segtm@ndriven by global and
local image fitting energy. Our method worked well for imagégh multiple regions and
intensity inhomogeneity. Moreover, it can allowed flexiéialization of the contours. In
order to cope with the intensity inhomogeneity of the image set a local image fitting term.
To overcome initialization sensitivity and to representtiple junction, a global image fitting
term was considered. Our segmentation results were obtéaster, requiring fewer iterations
than the Vese-Chan and (PCLSM) models.
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