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Abstract 
 

The IR camera and laser-based IR projector provide an effective solution for real-time 
collection of moving targets in RGB-D videos. Different from the traditional RGB videos, the 
captured depth videos are not affected by the illumination variation. In this paper, we propose 
a novel feature extraction framework to describe human activities based on the above optical 
video capturing method, namely spatial-temporal texture features for 3D human activity 
recognition. Spatial-temporal texture feature with depth information is insensitive to 
illumination and occlusions, and efficient for fine-motion description. The framework of our 
proposed algorithm begins with video acquisition based on laser projection, video 
preprocessing with visual background extraction and obtains spatial-temporal key images. 
Then, the texture features encoded from key images are used to generate discriminative 
features for human activity information. The experimental results based on the different 
databases and practical scenarios demonstrate the effectiveness of our proposed algorithm for 
the large-scale data sets. 
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1. Introduction 

Human activity recognition has gradually penetrated into intelligence video surveillance, 
body sensor interaction, virtual reality and other fields. Due to its broad application prospects, 
it has grown to be an important research topic in computer vision and machine learning. Hence, 
the accuracy has significantly improved for 2D human activity recognition [1]. However, the 
traditional video capturing method for RGB videos is a challenging problem because it 
dramatically changes the subject's appearance under varying illumination, shadow or shaking, 
etc, especially for the applications where the subject is non-cooperative [2, 3, 4]. 

The video capture landscape has been substantially changed by the proliferation of depth 
information acquisition device (such as Kinect and Leap motion). The depth data captured 
from the lowered cost of 3D somatosensory camera and smart terminal can collect RGB-D 
videos in real-time and can effectively overcome the influence of illumination and occlusions, 
which also significantly increase the size of data [5]. As a result, a large number of RGB-D 
video processing methods have been proposed for human activity analysis, which can collect 
different geometric shapes based on camera distances for preserving more discriminative 
information. 3D human activity recognition can obtain the distinctive advantages for 
improving the recognition accuracy [6]. However, fusing the depth channel will dramatically 
increase the data dimension, which causes a rapid increasing in computational complexity and 
a rapid decline in operational efficiency. How to find an efficient feature representation 
algorithm different from the traditional videos, which can simultaneously reduce the 
computational load and improve the recognition accuracy, is a critical problem for human 
activity recognition in the age of Big Data. 

Based on the above discussion, we expand the LBP (Local Binary Pattern) description 
into a three-dimensional spatial-temporal space for fusing depth and its corresponding color 
videos. The novel human activity recognition method includes the following steps: video 
acquisition based on laser-based projector, spatial-temporal key images extraction in 3D 
human activity videos, spatial-temporal texture feature extraction, feature classification and 
activity recognition.  

The main process is shown in Fig. 1. Firstly, we collect human activity videos by 
Microsoft Kinect camera to obtain the RGB and depth videos; then, we construct volume 
activity model based on the modified ViBe method from depth and RGB videos, which 
generates the mixed spatial domain MOHBBI for spatial-temporal key images extraction that 
can be characterized for this activity video. Furthermore, we perform feature extraction based 
on spatial-temporal texture feature in space and time domains for different activity videos, 
therefor, the local image feature of the video model is obtained. Afterwards, the classification 
and recognition by different methods is performed on these activity feature data. Experimental 
results demonstrate that our method can dramatically reduce the size of data and overcome the 
challenging issues of human activity recognition. 

We concentrate on the key issues closely related to 3D human activity recognition and 
propose a new framework. The main contributions of our novel framework can be summarized 
as follows: 
1. Reliability: A modified ViBe (Visual Background extractor) and volume activity model 

have been combined in spatial domain for RGB-D video preprocessing. Different from 
previous research, we extract the spatial motion key images for generating Y-T and X-T 
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activity orthogonal planes for better describing the activity changing trends and 
effectively eliminating the noises around the moving objects. When light shade, shadow 
and jitter noise happens, the recognition rate will reduce substantially. The introduction of 
depth distance information and our improved spatial-temporal preprocessing method for 
3D human activity videos can make up for the shortage of RGB videos, which can greatly 
reduce the interference of shade shadow, light change, color and other factors.  

2. Efficientness: we derive a novel feature for 3D human activity recognition, named 
spatial-temporal texture feature. The logical relation between frames and variation trends 
between spatial-domain volume changes can be described by time-domain key images. A 
hybrid spatial-temporal texture feature integrated of RGB-D videos lays a solid 
foundation for the higher level data analysis. The proposed spatial-temporal texture 
feature suggests that the local pattern texture features not only reduce the information 
amount of the feature data, but also can effectively characterize motion information of 
human activity from videos with accomplishing promising recognition result. Therefore, 
the features based on local pattern texture characteristics are gradually applied to the field 
of human activity recognition from videos. 

3. Universality: The collected RGB-D video datasets include the major challenges for human 
activity recognition, such as the different individuals, different times, different distances, 
and so on. According to the performance evaluation based on different databases and 
different practical scenarios, the performance improvement of our framework has 
demonstrated the universality with a wide range of distances, poses, colors and complex 
backgrounds. The novel framework for 3D human activity recognition proposed in this 
paper obtains better performance for the different datasets and scenarios, which has the 
sufficient universality based on the different datasets and practical applications.  

 
Fig. 1. The framework of our proposed 3D human activity recognition method. 

 
The rest of this paper is organized as follows. Related work about human activity 

recognition is introduced in Section 2. Section 3 describes the procedure of the optical video 
capturing. Spatial-temporal preprocessing of 3D human activity videos is described in Section 
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4. Section 5 proposes our novel framework of spatial-temporal feature extraction for 3D 
human activities. Then, experimental results are given in Section 6. Finally, we conclude the 
paper in Section 7.  

2. Related Work about Human Activity Recognition 
The recent focus on human activity recognition has resulted in a variety of approaches. 
Sufficient broad investigations have been achieved in the literature [1, 5, 6, 7]. Here, we 
thoroughly analyze the related work into three parts: activity recognition in 2D and 3D spaces, 
feature extraction, and spatial-temporal feature descriptors. 

2.1 Activity Recognition in 2D and 3D Spaces 
Most previous researches on human activity recognition are based on RGB videos and great 
strides have been made in recent years. Aggarwal and Ryoo [7] summarized the related 
research progress of human activity analysis. Evert et al. [8] proposed spatial-temporal interest 
points (STIPs) for the recognition of realistic human activities. Lin et al. [9] modeled human 
trajectories as series of heat sources and introduced a thermal diffusion process to represent the 
group activities. The high-level descriptions and interactive phrases [10] can be learned for 
recognizing human interaction activities. However, these algorithms only focus on the 
color-related recognition. Thus, it is very difficult to handle the challenging issues of 
illumination and occlusions, especially for unconstrained wild scenarios. 

With the advent of the laser-based video capturing methods, a large range of activity 
recognition algorithms in 3D space have been proposed [5], which showed the superiorities of 
the depth information for activity feature extraction. 3D centroid trajectory as a naïve human 
activity feature can represent a human subject as a point, which was used to indicate the 3D 
location of the subject in the visual scene [11]. However, these representations are only 
suitable for the individual that only occupies a small region in the video frame. Human shape 
information is another representation for activities based on RGB-D data, of which the most 
representative is 3D human silhouette [12]. 3D human models are the third category for 
recognizing human activities in 3D space [13, 14]. The discrimination and robustness of 
human activity recognition algorithms mentioned above relies substantially on the foreground 
segmentation and human tracking, which are hard-to-solve challenges due to camera dithering, 
lighting, occlusions and pose changes [15, 16]. 

2.2 Feature Extraction 
First, HOG (Histogram of Oriented Gradient) and HOF (Histogram of Optical Flow) features 
have been widely introduced into human activity analysis [17]. However, these features based 
on the motion and gradient are directly calculated by the whole RGB or depth frames, which is 
difficult to describe the local fine-motion trends. The traditional features also include MEI 
(Motion Energy Information) [18] and MHI (Motion History Information) [19] and their 
expansions. However, these methods rely heavily on supervised learning [20] and require a 
large number of hand annotations and training samples. 

In recent years, a large range of novel features are specially proposed for RGB-D data. 
Our previous work extended the traditional feature MoSIFT into 3D MoSIFT by adding the 
depth information, which can significantly improve the recognition accuracy [21]. Then, 3D 
EMoSIFT (3D Enhanced Motion SIFT) [20] and 3D SMoSIFT (3D Sparse Motion SIFT) 
extended our previous work to spatial-temporal domain by fusing RGB-D information. The 
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features not only have the properties of the rotation and scale invariance, but also have more 
compact and richer visual representation [22]. However, feature extraction combined RGB 
and depth video information will dramatically increase the data storage capacity and the step 
of feature extraction is time-consuming. 

2.3 Spatial-temporal Feature Descriptors 
As a promising representation algorithm, spatial-temporal features have important theoretical 
and practical value in the relevant fields, such as computer vision, machine learning and 
robotics communities. Zhao et al. [23] proposed the LBP for dynamic texture recognition and 
applied to facial expression analysis, which showed the advantages of local processing, 
robustness to monotonic changes and simple computation. Although spatial-temporal features 
used human activity recognition have demonstrated superior performance based on color 
information from 2D videos, most of previous spatial-temporal features do not make use of 
one important piece of information that is now available depth. Further, they extended texture 
feature description to a three-dimensional space [24] and proposed LBP-TOP description. 
Then, Shao et al. [25] introduced LBP-TOP texture features to human activity recognition and 
obtained good recognition results.  

3. Video Acquisition based on IR Camera and Laser Projector 
One laser-based IR projector combined with two IR cameras can be used to be composed of 
RGB-D video capture device. First, a fixed pattern of light and dark speckles are sent out from 
a set of diffraction. The pattern is memorized at a known depth. The memorized pattern at that 
pixel compare the local pattern with each pixel in a new IR image in a 9 * 9 correlation 
window. An offset from the known depth to the best match is called disparity. Suppose we 
know the known depth of the memorized pattern, and the disparity, an estimated depth for 
each pixel in the IR image can be obtained by triangulation.  

The video capturing device can return the RGB video and its corresponding depth video. 
However, the offset between RGB and depth video is small and fixed, since there is a small 
baseline separated by the IR cameras and laser-based IR projector. Stereo calibration based on 
chessboard data can be used to determine the 6 DOF transform and calibrate the two 
videos,which is called as RGB-D videos. 

4. Spatial-temporal Preprocessing for 3D Human Activity Videos 
Video pre-processing can effectively remove irrelevant backgrounds and reduce noise 
interference, since human activity videos are easily affected by the lighting conditions, 
occlusions and complex backgrounds. In this paper, we adopt ViBe (Visual Background 
extractor) [26] background substraction method for each activity video, and calculate video 
spatial images binarization based on a universal threshold. The Vibe algorithm have already 
achieved an excellent performance on extracting object from traditional RGB videos, which is 
fast and accurate. In order to ensure the accuracy of mix of binary image in depth and RGB 
videos and reduce the deviation error that caused by using different extracting methods in 
different videos, we also apply the Vibe algorithm on depth videos to extract objects. Then, the 
mixed binary image in depth and RGB videos is used for constructing the volume activity 
model in spatial domain. 
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4.1 Video Sequence Preprocessing 
We first use the first frame of the video to construct the initial background model. In the first 
frame, each pixel ( ),x y  can be treated as the center to form a circle, whose radius is set as R . 
We randomly select N  pixels in the circle, denoted as the background sample of the pixel 

( ) { }0 1 2 1, , , , ,R NS x y p p p p −= ⋅⋅⋅ , where ip  is the selected pixel value. The selected pixels 

were stored in a dataset in turn to generate the updated background model. Then, we sum RS  
of the whole frame. If W  and H  are set as width and height of the frame, the union can 
construct the background sample ( ),

, ,W H
x y RS x y . For the following frames of the video, if the 

pixel values are close to the corresponding sample values in the background sample, the pixels 
will be identified as background points. Obviously, if a new pixel belongs to the background, 
the observed values of the points should be similar to sampling values of corresponding pixel 
in the background model. The background sample continuously updates to adapt to the 
changing of the background of the sequence images, and then we obtain background 
subtraction in time domain.  

Donate that ( , )nPix x y  is pixel value of ( , )x y  in the n-th frame, and 

, 0 1 2 1( , ) { , , ,..., }n R NP x y s s s s −=  is the sample set sampled by R  at pixel ( , )x y  in the n-th 

frame. If ,( , ) ( , ) ( , )n n R RM x y P x y S x y M= ∩ > , where M  is a threshold and we take 

2M =  in this paper, then the pixel ( , )x y  belongs to background point, otherwise, it belongs 
to foreground point. In the same time, we perform binary operation on the background points 
and foreground points. The binarization processing of foreground pixels and background 
pixels can be calculated as following: 

( ) ( )
( )

255, , Foreground pixels
,

0, , Background pixelsn

x y
Pix x y

x y
∈=  ∈                                                (1) 

In order to better adapt to the changes in the background, the background model needs to 
constantly update. The background update strategy is used in this paper by testing and 
counting the occurrence of foreground pixel. For example, if a pixel point is detected T  times 
continuously as foreground pixel, then assume the pixel as the background pixel and update 
the background model. On the contrary, if less than T  times, the pixel is still assumed as 
foreground pixels. 20T =  is defined in this paper. Besides, the self-update method for 
background model in this paper applies the probability updating method, where 16ϕ = , 
which makes the probability equals to 1/ϕ  for each background pixel to update its modeling 
sample value itself.  

While updating the sample set, we randomly select a sample from all N  samples to 
update, therefore the probability for one sample to be updated is 1/ N and the probability of 
not being updated is ( 1) /N N− . After dt , the probability for sample value staying constant 

is ( ) ( )1, ( ) t dt tNP t t dt
N

+ −−
+ = , i.e., 

ln( )
1( , )

N dt
NP t t dt e

−
−+ = , where t is irrelevant.  

Then, the original video can be transformed to RGB foreground activity video and its 
corresponding depth foreground activity video as shown in Fig. 2 and Fig. 3. We can see that 
the noises around the moving object can be effectively eliminated by Vibe algorithm. Through 
the above preprocessing, the motion region can be effectively separated from the background, 
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which reduces the effects of noise and jitter, and reduces the size of data.  
 

 
Fig. 2. Effects of RGB video before (left) and after (right) background substraction. 

 

 
Fig. 3. Effects of depth video before (left) and after (right) background substraction. 

4.2 Volume Activity Model in Spatial Domain 
In order to describe the activity from the video in 3D space and time domains, this subsection 
will introduce Volume Activity Model in Spatial Domain for modeling the moving object 
region extracted by the subsection 4.1. The method extracts the spatial-temporal activity 
change images of video that can characterize the human activity from the video. We introduce 
the LBP-TOP feature [25] into the foreground video pairs. The sequence of video frames can 
constitute a three-dimensional volume video over time T . Then, the human activities in 
videos can be described by a spatial volume model as shown in Fig. 4.  
 

 
Fig. 4. Spatial volume model of RGB human activity video. 
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The volume activity model of activity video in spatial domain not only contains the action 
change in time domain, but also includes the action change in the orthogonal 
three-dimensional space domain. Compared with texture feature extraction in the pure 
time-domain, it largely conserves the action change information in human activity videos. 

Then，image sequence composed by X-Y plane images represents the activity changes in 
time domain. Y-T and T-X orthogonal planes represent the changes of human activities in a 
three-dimensional space. Therefore, we extract the spatial motion key images from Y-T and 
T-X planes, and then generate Y-T and T-X activity orthogonal plane in the spatial domain for 
better describing the activity changing trends.  

We can use the robustness of depth video to slight distance to effectively remove the 
image regions that do not change very much on the surface of motion and the noise pixels 
caused by jittering, such as the cloth color change caused by motion and color difference 
caused by different wearing. Compared to simple RGB video, using RGB-D video presents 
more generative meanings. Simple RGB video could easily be influenced by the non-edge 
pixels and jitter noises caused by background subtraction. Thus, once the depth video is 
introduced, the mixed image can better remove irrelevant pixels. 

5. Spatial-temporal Texture Feature Extraction 

Here, spatial-temporal texture feature extraction is introduced to our 3D human activity 
recognition. First, time-domain key image extracted by volume activity model is used to 
represent the history outline images of the human activity. Then, we extract motion key 
images of Y-T and T-X orthogonal planes to describe spatial-domain volume changes. Finally, 
we concatenate the local feature of spatial domain in spatio-temporal domain as the final 
spatial-temporal texture features. 

5.1 Time-domain Key Image Extraction 
In order to describe the features that change along with the activity of human in videos, this 
subsection details the time-domain key image extraction method based on volume activity 
model. It basically extracts the feature which can represent the history outline images of the 
human activity in the video. After video pre-processing, binary foreground videos contain no 
color information. Developed from our previous method [27], we establish a time-domain 
image model and calculate the maximum pixel value in the corresponding location frame by 
frame, called Maximum Outline of the History Behavior Binary Image (MOHBBI). Due to 
color pixel jitter in RGB videos, depth videos can effectively avoid the influence of noise 
pixels. As a result, we extract MOHBBI from depth foreground videos to remove residual 
change (Fig. 5 A, B). Meanwhile, MOHBBI generated by RGB foreground video can also 
remove depth pixel noises produced by video capturing (Fig. 6 C).  

 

 
Fig. 5. RGB behavior video and its time-domain MOHBBI. 
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Fig. 6. Depth behavior video and its time-domain MOHBBI. 

 
In order to take full advantages of the complementarity of RGB and its corresponding 

depth videos, the fusion strategy is used to describe the time-domain MOHBBI, which can 
effectively remove non-edge pixels and noise pixels and maximally preserve the outline of the 
history activity.  

( ) ( ) ( ){ }, max , , ,mix depth rgbP x y P x y P x y=                                                                (2) 

where ( ),rgbP x y  and ( ),depthP x y  are respectively pixel values of MOHBBI generated by 

RGB and depth foreground videos in ( ),x y . ( ),mixP x y  is the pixel value of Maximum 

MOHBBI in ( ),x y . The fusion result is shown in Fig. 7. The process not only eliminates 
interference, but also preserves human history activity outline. The fused activity history 
outline model images have shaper edges and can better describe the outline feature and reduce 
the interference of non-activity outline, which is favorable for the feature extraction latter on, 
compared to the non-fused images. 
 

 
Fig. 7. MOHBBI of mixture of RGB and depth videos. 

 

5.2 Image Extraction based on Spatial-domain Volume Changes 
After building a model for activity volume video in spatial domain, we should extract motion 
key images of Y-T and T-X orthogonal planes. As illustrated in Fig. 8, the row of pixels in Y-T 
orthogonal plane is decided by the row of pixels of frames in X-Y plane. The row of pixels in 
X-T orthogonal plane is decided by the column of pixels of frames in X-Y plane. Then, we 
respectively sum row and column pixels of each frame of time-domain original RGB and 
depth videos. The pixel values in Y-T orthogonal plane are defined as global binarization 
pixels. The threshold is set as the mathematical expectation M in the frames of X-Y plane, 
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where ( ),Y TP y t−  is the binarization pixel value in the location of ( ),y t  in Y-T orthogonal 

plane. ,y tδ  is the pixel mean of row y  in the tht  frame in X-Y plane. tM  is the global pixel 

mean of the tht  frame in X-Y plane. ( ),tpix x y  is the value of pixel ( ),x y  in the tht  frame 
and F is the total number of video frame. Width and height are respectively width and height of 
video images in X-Y plane. 
 

 
Fig. 8. Volume video model of space-domain activity video sequences. 

 
Pixel points in X-T orthogonal plane are defined as similar as the pixel points in Y-T 

plane, which are calculated as follows, 
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where ( ),X TP x t−  is the binarization pixel value in the location of ( ),x t  in X-T orthogonal 

plane. ,x tω  is the pixel mean of column x  in the tht  frame in the X-Y plane. The definition of 

tM is the same as the above formula. It can better verify that the three dimensional space-time 
motion change images generated by orthogonal space activity video model have relatively 
high texture discrimination. The experiments based on Weizmann database show that the 
activities, which are difficult to be distinguished, such as jump and walk, texture 
distinguishing effect is relatively obvious, as shown in Fig. 9 and Fig. 10. Realizing the 
modeling of human activity in the three dimensional space domains from depth and RGB 
videos and generating the three dimensional space-time motion change images of the model 
are the conditions for the follow-up information extraction based on local model coding.  
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Fig. 9. Jump of Daria (left) and Denis (right), respectively changing images in X-T and Y-T planes. 

 

 
Fig. 10. Walk of Daria (left) and Denis (right), respectively changing images in X-T and Y-T planes. 

 

5.3 Spatial-temporal Texture Feature Extraction 
In this subsection, we apply LBP [28] and its variant algorithms, including Rotation Invariant 
LBP [29] and Uniform LBP [23] for extraction and description of temporal-spatial features 
obtained by the above subsections. In our spatial-temporal texture feature extraction, we first 
introduce the depth and RGB information into traditional LBP and its derivative algorithms as 
shown in equation (5), 

( ) ( )
, 1 1

min max , , ,max , ,spatial RGB DepthRGB Depth i M i M

f LBP P x y i P x y i
≤ ≤ ≤ ≤

     =           
          (5) 

Then, local features from spatio-temporal behavior volume change image is extracted by 
LBP and its variant algorithms [30] as the equation (6), which are used to describe the 
spatio-temporal features of human activities. 

( ) ( ) ( ) ( ), , ,spat temp Y T X T Y T X Tpix RGB pix RGB pix Depth pix Depth
f LBP I LBP I LBP I LBP I− − − − −∈ ∈ ∈ ∈

 =   
             (6) 

Finally, we concatenate the local feature of spatial domain with the local feature of 
spatio-temporal domain as the final spatial-temporal texture features. 

,final spatio spat tempf f f − =                                      (7) 
Our proposed spatial-temporal texture feature not only reduces the information amount of 

the feature data, but also can effectively generates discriminative features for human activity 
information from RGB-D videos with accomplishing promising recognition result. The 
following experiments demonstrate that the features based on spatial-temporal texture 
characteristics are gradually applied to the field of human activity recognition from RGB-D 
videos. 

6. Experimental Results and Analysis 

In order to verify the feasibility of our proposed framework for 3D human activity recognition, 
experiments will be carried out in several private and public RGB-D datasets, including Local 
Human Activity datasets and DHA dataset. We also test the performance of our proposed 
framework in practical scenarios in subsection 6.3. The experimental results based on the 
different databases and practical scenarios demonstrate the effectiveness and universality of 
our proposed algorithm. 
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6.1 Experiments with the Local Human Activity Datasets 
To verify the effectiveness of activity recognition method proposed in this paper, two video 
datasets were recorded, including RGB and depth videos. The one was recorded in an ordinary 
environment, and the other was recorded under complex lighting conditions as illustrated in 
Fig. 11 and Fig. 12, denoted as Local-Simple and Local-Complex human activity databsets, 
respectively. The following experiments were carried out to verify the feasibility and 
effectiveness of recognizing 3D human activities by fusing RGB and depth information. 

 

 
Fig. 11. The local-simple human activity dataset. 

 

 
Fig. 12. The local-complex human activity dataset. 

 
First, Local-Simple activity databset was composed of 13 categories of human activities. 

Each of them was completed by 10 individuals. The leave-one-out method was employed [31] 
to separate all the samples into 10 parts. One part was left out for testing with the remaining 
nine as the training set. We take turns to conduct experiments and calculate the average 
recognition rate. We introduced LBP, RILBP and Uniform-LBP as feature extraction methods 
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for evaluating the performance of our proposed method. KNN and HMM were used for 
classification. The results on local 3D human activity data were set in Fig. 13 and Table 1. 

 

 
Fig. 13. Recognition rate of KNN classification algorithm in activity video database. 

 
Table 1. Human activity recognition rates of different characteristics and classification algorithms 

Methods KNN HMM 
LBP 51.54% 47.69% 

RILBP 43.85% 39.23% 
Uniform-LBP 57.69% 53.85% 

 
On the local activity dataset, the recognition strategy proposed in this paper achieved 

satisfied results. Although the recognition accuracy is less than public activity video database, 
our method has been proved to be feasible and universal for human activity recognition under 
normal circumstances, so it can be widely applied in 3D human activity analysis. 

Furthermore, to evaluate the performance of human activity recognition in complex 
environments (illumination variances, background jitter and other interference factors), 
Local-Complex human activity databset, comprised of 20 categories of human activities 
including single and double hands pointing, waving and clapping. Each activity was 
completed by seven individuals, and three kinds of collection distances were used (behavior 
individual to somatosensory distance). 

First, according to the different distances, three categories are divided into 2m, 3m and 
5m. Each category contains 7 people and 20 kinds of activities per person. The leave-one-out 
method is employed at each distance to leave out one individual as the test set, while the 
remaining six individuals constitute the training set. We evaluate the recognition rates for 
performance comparison. LBP, RILBP and Uniform-LBP are selected as the extracted 
features. KNN and HMM algorithms are used for classification. The recognition results of 
KNN method at different distances are shown in Table 2 and Table 3. We obtain the best 
result at the distance of 3m. Thus, we further evaluate the performance of two classification 
algorithms and different features as shown in Fig. 14. The recognition rates of Uniform-LBP 
feature are selected as the extracted features. KNN and HMM algorithms are used for 
classification. The recognition results of KNN method at different distances are shown in 
Table 2. The recognition rates of Uniform-LBP feature are shown in Table 3 with the 
different classification methods and different distances. The experimental results have proven 
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that 3D human activity recognition method proposed in this paper can achieve a good 
recognition performance in complex environments. It also verifies that 3D spatial-temporal 
texture features can effectively respond to environment interference with stable recognition 
effects. The experiments fully demonstrate that our proposed method has effectiveness and 
robustness to light variations and complex backgrounds, which can be applied to 3D human 
activity recognition in complex environments. 

 
Table 2. Recognition results at different distances under the KNN classification algorithms 

Person number 2m 3m 5m 
A 0.45 0.5 0.25 
B 0.35 0.45 0.35 
C 0.3 0.35 0.25 
D 0.35 0.45 0.2 
F 0.4 0.55 0.35 
G 0.35 0.4 0.3 

 
Table 3. Recognition rates under different classification algorithms and different collection distances 

in Uniform-LBP features 
Classification algorithms 2m 3m 5m 

KNN 35.71% 44.28% 27.14% 
HMM 36.43% 37.86% 30.71% 

 

 
Fig. 14. Recognition rates of different rates at two classification algorithms at the distance of 3m. 

 

6.2 Experiments with DHA Behavior Dataset 
We also test the algorithm performance with international common DHA behavior dataset 
[32]. This dataset collects 17 types of human activities from 17 different individuals. It 
includes depth videos and their corresponding RGB videos. Leave-one-out method is 
introduced to evaluate the experimental results. We divide all samples into 21 parts. One part 
is treated as the test set of activity sample and the other ones as training sets. The test set is 
changed in turn and the rest samples are used for new training sets. The average recognition 
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rates can be calculated and evaluate the performance of our proposed method for the common 
dataset. Feature extraction methods include LBP, Edge-LBP, RILBP and Edge-RILBP [23]. 
Classification algorithms are KNN and HMM. The recognition results are shown in Table 4. 
 

Table 4. Recognition accuracies of four algorithms experiments on DHA behavior database 
Algorithms Edge-RILBP Edge-LBP RILBP LBP 

HMM 93.15% 86.07% 83.78% 76.63% 
KNN 86.58% 82.13% 74.05% 64.97% 

 
It can be concluded that the recognition rate is remarkably improved by adding depth 

information. The linear classification KNN is weaker than HMM classification algorithm. The 
results show that the recognition proposed in this paper has higher recognition accuracy than 
the traditional methods. Its recognition rate is up to 93%, which demonstrates that our 
recognition algorithm has excellent performance on 3D human activity recognition. 

In Table 5, we illustrate the time consuming of our proposed recognition framework, 
including the steps of the pre-processing runtime, feature extraction time and classification 
time. Compared with Edge-LBP, our method has longer extraction time and shorter 
classification time with higher recognition accuracy. Our proposed method has relatively 
smaller feature data compared with other methods. Thus, our method efficiently reduces the 
runtime and improves the recognition speed, which has been widely applied in 3D human 
activity recognition. 

 
Table 5. Running time(s) of two feature algorithms 

Running time(s) Preprocessing Feature Extraction Recognition 
Edge-LBP 63.17 0.21 0.14 

Ours 63.17 0.28 0.13 
 

6.3 Implementation of Visual Perception System 
To further investigate the performance of our framework in a practical application, we apply 
the proposed framework into our developed visual perception system. The system software is 
based on the MFC framework and written in Microsoft Visual Studio 2010 development 
environment. It can run on Windows PC. The programs of image processing and algorithm 
involve open source libraries of Opencv and OpenNI. The hardware of the device is a Kinect 
camera containing depth information, which is designed to collect human activity videos; the 
computer with excellent performance that can perform parallel GPU computing is designed to 
demonstrate the video image processing algorithm and the platform. 

In this system, based on the proposed human activity recognition algorithm mentioned in 
section 4 and 5, we construct the human activity perception system and realize the individual 
activity control service in the real scene. The system mainly consists of video acquisition 
module, preprocessing module, feature extraction and classification algorithm module, 
activity training model module, activity recognition and personalized service module.  

In smart-home-controlled scenario, it mainly contains 10 types of physical activities and 
5 kinds of personalized control services. Firstly, use Kinect somatosensory device to capture 
RGB video and depth video sequences, each activities performed by 8 different individuals, 
totally 80 pairs of activity videos. 10 types of activity model are generated by training phase of 
preprocessing, feature extraction and classification. The testing phase performs the same 
operation on the collected human activity video and then matches the features to recognize the 
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current activity. The personalized service module finds the service instruction for the 
corresponding activity and executes it through personalized service response. Personalized 
service response is shown in Fig. 15, such as open TV when people make a clapping, then 
capture the video and recognize it. 

 

 
Fig. 15. Simulation demonstration effect of personalized service of the system for opening TV. 

 
In motion street scene, it contains 3 kinds of body movements and 3 kinds of personalized 

service; each activity is performed by 8 different individuals, totally 24 pairs of activity videos. 
When people start to move, the corresponding system will recognize the activity and simulate 
the street scene showing corresponding service to the activity. The activity and service under 
this scenario is shown in Fig. 16. 

 

 
Fig. 16. Demonstration of simulation effect of the running motion in the system. 

 
The difficulties in human activity recognition under complicated environment mainly 

converge on the impact that interference around the human movement have on analysis of 
human activities. Experimental tests under the practical scenarios show that our proposed 
framework of spatial-temporal texture feature provides strong technical support for 3D human 
activity recognition of personalized services. 

7. Conclusion 
This paper presents an effective three-dimensional human activity recognition method based 
on spatial-temporal texture feature. Compared with the previous methods, our method fuses 
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depth information with RGB video, which has effectively reduced color noises, light and other 
interference factors. Using behavioral modeling and spatial-temporal key images can decrease 
the data dimensions and improve the recognition rate. Experimental results show that our 
method is simple and can be widely used in three-dimensional human activity recognition, 
which is an efficient way for feature representations from Big Data. 
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