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Abstract 
 

Recent advancements in network infrastructures provide increased opportunities to support 
data delivery over multiple paths. Compared with multi-homing scenario, overlay network is 
regarded as an effective way to construct multiple paths between end devices without any 
change on the underlying network. Exploiting multipath characteristics has been explored for 
TCP with multi-homing device, but the corresponding exploration with overlay network has 
not been studied in detail yet. Motivated by improving quality of experience (QoE) for reliable 
data delivery, we propose a multipath message transport protocol based on application level 
relay (MPMTP-AR). MPMTP-AR proposes mechanisms and algorithms to support basic 
operations of multipath transmission. Dynamic feedback provides a foundation to distribute 
reasonable load to each path. Common source decrease (CSD) takes the load weight of the 
path with congestion into consideration to adjust congestion window. MPMTP-AR uses 
two-level sending buffer to ensure independence between paths and utilizes two-level 
receiving buffer to improve queuing performance. Finally, the MPMTP-AR is implemented 
on the Linux platform and evaluated by comprehensive experiments. 
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1. Introduction 

Currently, the majority of data transmissions go through TCP. However, the performance of 
TCP degrades significantly due to large amount of retransmission caused by packet loss or 
error. In addition, it is either not possible or cost-effective to deliver a traffic flow with a 
certain bandwidth demand over a single path. Motivated by optimizing transport performance, 
the user may want to simultaneously transmit data over multiple paths. 

Multipath transport is an effective way to aggregate transport capacity of multiple paths and 
protect transmission from path failure. During the past few years, multipath transmission has 
attracted extensive research interests. Multi-homing scenario is one of the most popular 
approaches to construct multiple paths between end devices. However, it requires at least one 
of end devices has multiple network interfaces, which is hard to be satisfied in practical 
applications. An alternative approach for multipath transport is to provide support 
mechanisms in the application layer while retaining the best-effort network layer. Overlay 
network is regarded as an effective way to establish multiple paths between end devices by 
application layer routing, as well as protocols without any changes in the underlying network 
layer. In our previous work, a multipath transport system based on the application level relay 
(MPTS-AR) was proposed to provide multipath transport service by using overlay network 
technique [1, 2]. In MPTS-AR, end-to-end path between end devices is constructed by 
controlling the sequence of overlay nodes that the packet will travel before reaching its 
destination. Overlay node on the end-to-end path provides UDP-based data forwarding service 
for the sender. 

Conventional transport protocols such as TCP and UDP cannot support the using of 
multiple paths concurrently. To solve this problem, some research has been devoted to 
multipath transmission. Exploiting multipath characteristics has been explored for 
multi-homing scenario. For instance, the Internet Engineering Task Force (IETF) has 
proposed multipath TCP (MPTCP) [3] and stream control transport protocol (SCTP) [4]. 
MPTCP is a TCP extension that allows sender to send data over different paths. It establishes 
one TCP connection, called subflow, between each IP address pair [5]. Data can be sent over 
any subflow according to data distribution policy. SCTP is an alternative transport protocol 
that supports multiple IP addresses pairs. The previous versions of SCTP only use multiple 
addresses in failover scenario, but recent evolutions enable SCTP to use several paths 
simultaneously [6]. As of this writing, no detailed solution of exploring multipath 
characteristics for overlay network scenario has been published. 

Multipath message transport protocol based on application level relay (MPMTP-AR) that 
provides reliable transport service is proposed to fill this gap. The requirements for overlay 
network scenario differ notably from that of multi-homing scenario. For instance, forwarding 
data at the application layer may destruct original end-to-end connection which has a 
significant impact on transmission efficiency. A connection between the sender and receiver 
consists of multiple connections between adjacent overlay network nodes. If packet is lost, the 
lost packet can be retransmitted from either the sender or the nearest overlay network node. 
Comparing with retransmission from the sender, retransmission from the nearest overlay 
network node decreases transmission efficiency. As overlay network node only sends data 
from one overlay network node to the other overlay network node, and there is no guarantee 
that the data reach the receiver.  
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The main contributions of this paper are summarized as below. 
 Dynamic feedback mechanism provides a foundation to optimize data distribution. 
 Congestion control scheme takes load weight into consideration to adjust the 

congestion window, which ensures fairness between available paths. 
 Two-level sending buffer ensures independent transmission of each path. 
 Two-level receiving buffer improves queuing performance. 
The rest of the paper is organized as follows. Section 2 briefly reviews related work about 

multipath transport. Section 3 discusses the detail of MPMTP-AR. Section 4 presents 
experimental results. Finally, Section 5 concludes this work. 

2. Related Work 
This section briefly reviews MPTS-AR and multipath transport protocols. 

2.1 MPTS-AR 
MPTS-AR is a multipath transport solution that establishes a new routing system on overlay 
network. The MPTS-AR architecture provides multipath transport related functions. The 
functional architecture consists of three kinds of functional entities (FEs), i.e., user agent, relay 
controller, and relay server, as shown in Fig. 1. Although MPTS-AR has no control over how 
the packet is routed in the underlying network between two FEs, it controls the sequence of 
FEs that the packet traverses before reaching its destination. 

Terms to be used in MPTS-AR are defined as below. 
 Flow: A set of data packets along a specific path. 
 Default path: A path between the sender and receiver does not pass through any relay 

server. 
 Relay path: A path between the sender and receiver passes through one or more relay 

servers. 
 Session: An association of one or more flows used to transmit data between sender and 

receiver. 
Relay controller and relay server compose of MPTS-AR service system that provides 

multipath data forwarding service to user agent. Relay controller gathers location and state 

 
Fig. 1. The general framework of multipath transport system based on application-level relay. 
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information of available relay servers, constructs a topology map of the overlay network, and 
manages relay path for MPTS-AR service system.  

Relay server serves as routing module that accepts routing instructions from relay controller. 
It maintains a flow table and forwards data flow to next hop FE. Massive deployment of relay 
server is regarded as an efficient way to provide a better multipath condition for MPTS-AR 
service system. Meanwhile, MPTS-AR service system subscriber can provide data forwarding 
service for each other. 

User agent is responsible for sending and receiving data packet over multiple paths. At the 
sender side, user agent maintains a path list including a default path and one or more relay 
paths. Before data transmission, user agent requests relay controller to allocate relay path for 
the transmission. User agent selects a path for each data packet from the path list. At the 
receiver side, user agent reorders the received data packets. After data transmission 
termination, user agent requests relay controller to release relay path.  

Relay path from the sender to the receiver is composed of a set of continuous links that 
between two FEs. Relay paths are distinguished by a unique path identity (PID) assigned by 
relay controller. Each item in flow table includes a PID and the address of next hop FE. PID 
carried by packet header is used to look for the address of next hop FE. In addition to PID, data 
packet header also includes a transmission sequence number (TSN) and a flow sequence 
number (FSN) to collect transfer status and reorder the received packet.  

MPTS-AR also defines a general multipath transport protocol (MPTP) to encapsulate data 
from the upper application. UDP is a fast and lightweight transport layer protocol. In order to 
be capable for various applications, MPTP adopts UDP as transport layer protocol. Each UDP 
packet carries one MPTP packet. MPTS-AR adopts a set of MPTPs, each of which extends 
from MPTP and aims to support a specific category of upper applications. MPMTP-AR 
discussed in this paper is one of MPTPs. 

2.2 Multipath Transport Protocols 
MPTCP is a TCP-based multipath transport protocol. It supports the simultaneous use of 
multiple paths for an end-to-end connection. MPTCP establishes one connection for each IP 
address pair and provides a single interface to application. Transmission on each path reuses 
most functions of TCP. However, when multiple paths have significantly different path 
characteristics, MPTCP suffers from a performance degradation. This is because a path with 
low quality affects the performance of other paths, which may lead to head-of-line blocking 
problem. To address this problem, Zhou et al. introduced congestion window adaption 
algorithm for the MPTCP (CWA-MPTCP) [7]. CWA-MPTCP dynamically adjusts the 
congestion window for each flow so as to mitigate the variation of end-to-end delivery delay. 
It reduces out-of-order packets by predicting the arrival sequence. Y. Cui et al. proposed a 
solution that takes advantage of the random nature of the fountain code to flexibly transmit 
encoded symbols from the same or different data blocks over different paths to mitigate the 
negative impact of the heterogeneity of different paths [8]. D. Zhou et al. proposed extension 
to the congestion control of MPTCP to promote user cooperation [9]. 

SCTP is initially designed for transmitting signaling reliably, such as SS7 for VoIP session 
establishment and teardown. SCTP application submits data to the SCTP transport layer. Then 
SCTP controls message delivery with a granularity of chunk. It is capable of supporting 
several IP address pairs per connection. In the primary version of SCTP, only the primary IP 
address pair is used and the other IP address pairs are used as backups. But recent version 
enables it to support the use of multiple paths simultaneously. Dreibholz et al. introduced the 
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SCTP and gave an overview of activities and challenges in the areas of security and concurrent 
multipath transfer [10]. Iyengar et al. proposed concurrent multipath transfer using SCTP and 
handled with three negative side-effects introduced by concurrent multipath transfer [6, 11]: (1) 
unnecessary fast retransmissions by a sender; (2) increased acknowledgment traffic; and (3) 
overly conservative congestion window growth. Wallace et al. presented a comprehensive 
survey of SCTP and discussed three main research topics: handover management, concurrent 
multipath transfer, and cross-layer activities [12]. 

S. Mao et al. proposed a solution for real-time multimedia delivery and gave an overview 
of basic elements of multipath transport [13]. Huang et al. proposed fast retransmission made 
by the relay gateway for concurrent multipath transfer (RG-CMT) in vehicular networks [14]. 
When packets are lost due to error loss or handoff loss in the wireless link, RG-CMT is able to 
fast retransmit lost packets from the relay gateway to the vehicle, which saves transfer time 
and bandwidth. However, RG-CMT requires relay gateway to store data, which is hard to be 
implemented in backbone network. C. Xu et al. proposed a quality-aware adaptive concurrent 
multipath transfer solution (CMT-QA) to provides real-time media delivery and reliable data 
transmission in wireless networks [15]. CMT-QA monitors and analyzes each path’s data 
handling capability and makes data delivery adaptation decisions to select the qualified paths 
for concurrent data transfer. O. C. Kwon et al. improved video quality and to alleviated 
head-of-line blocking problem by using systematic raptor codes in multipath transport 
scenario [16]. 

3. MPMTP-AR 

3.1 Overview 
Fig. 2 shows the relationship of MPMTP-AR to other protocol in TCP/IP protocol suite. 
MPMTP-AR works over UDP and serves as the intermediary between the application 
programs and the transport layer operations. MPMTP-AR provides process-to-process 
communication that simultaneously uses multiple paths to deliver data. Not only does 
MPMTP-AR provide reliable delivery service, but also it offers full duplex communication. 
Hence, two user agents have to establish/terminate a virtual connection, maintain its own 
sending and receiving buffer, and use acknowledgement mechanism to ensure correctly arrival 
of data. 

 

 
Fig. 2. TCP/IP protocol suite. 
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3.2 Features 
To provide multipath reliable transport services, MPMTP-AR has six features that are briefly 
introduced in this section and discussed later. Although parts of the features are well-known in 
conventional single path transport scenario, MPMTP-AR redefines them.  

1) Numbering system: Numbering system assists user agent to record delivery status of 
each path. Each packet associates with a TSN and a FSN.  

MPMTP-AR uses two-level number mechanism to number all data bytes. When 
MPMTP-AR receives data bytes from the upper application, it stores them in session-level 
sending buffer and numbers them by TSN. The TSN starts from an arbitrary number 
negotiated in session establishment. Then MPMTP-AR distributes data bytes to path-level 
sending buffers. Within each path-level sending buffer, MPMTP-AR numbers data bytes by 
FSN. FSN must start from 0. 

At the receiver side. MPMTP-AR uses acknowledgment number to confirm the TSN of the 
last continuous byte received successively and discontinuous blocks of packet which are 
received correctly. 

2) Feedback: User agent collects status of each path. Feedback message which carries 
transmission status provides a foundation to optimize transmission performance. 

3) Flow control: Flow control mechanism regulates the amount of data a sender can send 
without overwhelming the receiver. Receiver sends feedback to sender to inform the sending 
permission. The numbering system supports MPMTP-AR to do a byte-oriented flow control. 

4) Error control: Error control mechanism is used to recover the lost data packet. At the 
receiver side, MPMTP-AR detects and discards the corrupted or duplicated data packet, and 
acknowledges the correctly received data packets. At the sender side, MPMTP-AR retransmits 
the unacknowledged data packets. 

5) Congestion control: The purpose of congestion control is to ensure the traffic in the 
network not to exceed the capacity of the network. In a real network, data transmission rate is 
not only controlled by the receiver, but also determined by the level of congestion. 

6) Data distribution and data reassembling: Data packets are transmitted from the sender to 
receiver over multiple paths. At the sender side, MPMTP-AR distributes data packets to 
multiple paths. At the receiver side, MPMTP-AR reorders the received data packets and 
recoveries the packet loss. 

3.3 Packet Format 
MPMTP-AR uses header extensions to support additional functions not defined by MPTP. It 
defines two kinds of packets, i.e., MPMTP-AR data packet and MPMTP-AR control packet. 
This section introduces parts of their header field while their usage will be presented in basic 
operations. 

MPMTP-AR data packet consists of a header of 16 bytes. Header field of the data packet 
includes type of service (TOS), checksum, PID, TSN, and FSN. TOS, similar to that in 
Internet packet header, represents its priority. If relay server meets congestion, it will discard 
data packet with the lowest priority first.  

MPMTP-AR control packet consists of a header of 8 bytes. Header field of the control 
packet includes control packet type (CT), length, and PID. CT indicates different types of 
control packet. MPMTP-AR defines three classes of control packets, i.e., session management 
packet, feedback packet, and enhanced selective acknowledgment packet (ESACK). 
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3.4 MPMTP-AR Session 
MPMTP-AR is a connection-oriented protocol. MPMTP-AR establishes a virtual connection 
that is composed of multiple paths between the sender and receiver. All packets that belong to 
a session are sent over this virtual connection.  

MPMTP-AR supports full-duplex communication. Before starting data transmission, User 
agent uses typical three-way handshaking to establish a virtual connection. User agent 
negotiates initial value of TSN, receive window size, and the number of path to be used. 

MPMTP-AR, unlike TCP, does not allow a “half-close” session. If one user agent closes 
the session, the other user agent must stop receiving data from the upper application, send 
leftover data and close the session.  

3.5 State Transition Diagram  
To keep track of all the different events happening during session establishment, data transfer, 
and session termination, MPMTP-AR, like TCP and SCTP, is specified as finite state machine 
(FSM).  

Fig. 3 shows the two FSMs used by the MPMTP-AR sender and receiver combined in one 
diagram. The ovals represent the states. The transition from one state to another is shown using 
directed lines. The solid lines of the figure represent normal transition for the sender; the 
dotted lines of the figure represent normal transition for the receiver, and the chain dotted lines 
represent unusual situation. Table 1 shows the state of MPMTP-AR. This paper does not 
intend to illustrate the MPMTP-AR state and transition in detail. FSM of TCP and SCTP can 
help us to understand the state of MPMTP-AR. 

 

 
 
 

 
Fig. 3. State transition diagram. 
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Table 1. State for MPMTP-AR 
State Description 

CLOSED No session (starting state) 
INIT SENT INIT sent; waiting for ACK 
INIT RECV INIT+ACK sent; waiting for ACK 
ESTABLISHED Session established; data transfer take place 
SHUTDOWN-PENDING Sending data after receiving close from upper application 
SHUTDOWN-SENT SHUTDOWN sent; waiting for SHUTDOWN ACK 
SHUTDOWN-RECV Sending data after receiving SHUTDOWN 
SHUTDOWN-ACK-SENT Waiting for close completion 

3.6 Basic Operations 
In the following, we discuss the basic operations of MPMTP-AR. 

1) Window in MPMTP-AR: User agent maintains a shared session-level send window and 
a shared session-level receive window for all paths. The size of session-level send window is 
determined by flow control and congestion control. The session-level send window in 
MPMTP-AR is similar to send window in TCP, but with a difference in the number of timer. 
TCP maintains only one timer, while MPMTP-AR maintains a timer for each path-level send 
window.  

2) Feedback: Receiver sends receiver report (RR) to inform the sender of the transmission 
status of each path. RR carries the bytes of correctly received bytes, and the maximum 
TSN/FSN of the last correctly received packet. To ensure correct arrival, RR are transmitted 
over the path with the best performance. 

In a stable network environment, feedback is sent at a relatively constant rate. In a highly 
dynamic network environment, timely feedback is necessary for the sender to quickly adapt to 
transmission errors. 

3) Flow control: MPMTP-AR separates flow control from congestion control. We assume 
that the virtual connection between the sender and receiver is congestion free when we discuss 
flow control. 

The ESACK messages are used to inform the sender about receive window size. 
Aggregation of receive window of available paths is one of the factors that determine the size 
of session-level send window.  

4) Error control: Error control mechanism is an essential way to ensure the reliability of 
data delivery. Error control mechanism retransmits corrupted/lost packet and discards 
duplicated packet. Three simple tools, i.e., checksum, ESACK, and timer, help MPMTP-AR 
to do error control. 

The checksum, similar to that in TCP, is used to check for corrupted packet. If a packet has 
an invalid checksum, the packet is discarded by receiver and considered as packet loss. 

Sender retransmits the lost packet. When sender sends a packet, it stores the packet in a 
session-level sending buffer until the packet is acknowledged. Retransmission in MPMTP-AR 
is more complexity than that in TCP. On the one hand, multiple paths have different path 
characteristics. Sender sets a retransmission timer for each path. On the other hand, a packet is 
retransmitted when the retransmission timer expires or when the sender receives multiple 
duplicate ACKs from the path on which the packet was sent. The number of duplicate ACKs 
of the path with a smaller round trip time (RTT) is smaller than that of the path with a bigger 
RTT. 
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5) Congestion control: Congestion control mechanism helps sender to avoid congestion. 
Sender maintains a session-level receive window and a shared congestion window for all paths. 
The actual size of sending permission is the minimum value of these two windows. Typical 
congestion control includes three phases: slow start, congestion avoid, and congestion 
detection. When congestion happens, sender multiplicatively decreases congestion window. 
In multipath transport scenario, congestion of one path is not equal to congestion of all paths. 
Hence, congestion control mechanism has to evaluate the level of congestion. Then sender 
decreases congestion window and redistributes the load that originally assigned to the path 
with congestion to the other paths. 

6) Data distribution: To improve the transmission performance, sender distributes data to 
multiple paths in an optimal way. A simple distribution scheme is round-robin algorithm 
which equally assigns data to multiple paths. Although the algorithm is easy to be 
implemented, it cannot significantly improve the transmission efficiency even reduces 
throughput. Referring to [15, 17], data distribution should consider the path quality.  

MPMTP-AR keeps a shared session-level sending buffer for all paths and a path-level 
sending buffer for each path, as shown in Fig. 4. Sender distributes traffic to path-level 
sending buffer based on path quality. Each path transmits packet independently which 
alleviates head-of-line blocking problem.  

 
7) Data reassembling: At the receiver sider, MPMTP-AR reassembles received packets, as 

shown in Fig. 5. The received packets experience two types of jitter including jitter within path 
and jitter across multiple paths. The receiver uses two-level receiving buffer to absorb jitter 
and reorder the received packets. First, the receiver uses path-level receiving buffer to store 
received packet from each path. The path-level receiving buffer collects receiving status and 
orders the received packets by FSN. The session-level receiving buffer publishes reassembling 
requirement to each path-level receiving buffer. Then, the path-level receiving buffer pushes 
packets to session-level receiving buffer accordingly. As shown in Fig. 5, session-level 
receiving buffer is waiting for the packet with TSN of 16. Path-level receiving buffer of path 1 
immediately sends the packet with TSN of 16 to session-level receiving buffer after receiving 
it. The session-level receiving buffer orders received packets by TSN. 

 
Fig. 4. Data distribution. 
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Some studies focus on data reassembling [18-20]. These studies state that buffer 
requirement and computational complexity are moderate if the data distribution scheme is 
adaptive to path quality. 

 

3.7 Implementation Policy 
The previous section introduces MPMTP-AR. This section proposes several policies for 
MPMTP-AR deployment. 

1) Feedback and evaluation policy: RR carries transmission status of each path. The sender 
evaluates path quality by using local sending status and long-term receiver status. In this work, 
path quality mainly refers to reliability. 

At the beginning of data transfer, sender assumes that all paths have an equal reliability. 
When a subsequent statistic is collected, sender updates path i’s reliability ( iR ) as following 
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i
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where ier  is the amount of packet in bytes correctly received in current evaluation period, and 

ies  represents the amount of packet in bytes sent in current evaluation period. α  indicates the 
impact of previous result on the following result. 

Sender distributes more load to the path with higher reliability and distributes less load to 
the path with lower reliability. After obtaining a new value of reliability, the sender adjusts the 
load weight by a ratio between the reliability of path and the average reliability of available 
paths as following: 
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where N  is the number of available paths, R  represents the average reliability of available 
paths, and iw  is the load weight of path i.  

 
Fig. 5. Data reassembling. 
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Timely and accurate feedback is very important to evaluate path quality. In default 
configuration, feedback consumes %5.2  of session bandwidth. The bandwidth fraction for 
feedback should be dynamically adjusted. If path performance fluctuates rapidly, the 
MPMTP-AR increases the bandwidth fraction for feedback. Otherwise, the MPMTP-AR 
decreases the bandwidth fraction for feedback. The sender sets a variable ( Rd ) to calculate the 
change of R , as shown in (3). 

lcR RRd −=                                                                                 (3) 

cR  and lR  are the current and last value of R , respectively.  
The bandwidth fraction for feedback ( bff ) should be kept within a reasonable range from 

%1  to %5 . It can be dynamically adjusted as following:  
[ ]
[ ]




−∉+
−∈−
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b

b
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where β  is a factor. 
      How long should we update path reliability and bff  is an issue to be addressed. If time 
interval is too short, it may not correctly reflect the reliability when data packet transmitted in 
network encounters burst congestion. However, if time interval is too long, it may not 
accurately reflect variation trend of path reliability. Consequently, the time interval should be 
dynamically adjusted based on transmission status.  
     In MPMTP-AR, time interval adjustment is considered as a cognitive closed loop process. 
The sender calculates reliability and bff  when it receives every three new RRs. The new 
value of bff  affects the frequency of sending RR. The time interval between RRs serves as a 
control variable to determinate the time interval of updating the value of path reliability.  
Section 4.2 will illustrate how to select appropriate value of α  and β . 

2) Congestion control policy: With TCP, congestion window decreases to the half of its 
value when the sender detects a congestion. In multipath transport, congestion control should 
ensure fairness between available paths. Common source decrease (CSD) scheme is proposed 
to address this problem. CSD focuses on multiplicative decrease phase. Briefly, CSD detects 
congestion on each path and tries to decrease the traffic of the path with congestion. Then, the 
congestion window of the session is adjusted based on the level of congestion to ensure it does 
not decrease faster than regular TCP connection. For instance, when sender detects a 
congestion on path 1, CSD acts as below:  

a) It decreases the load weight of path 1 to half of its value, marking as '
1w . 

b) It distributes the difference of load weight of path 1 to the other paths by 

                                                        
∑ =

×+= N

m m

j
jj

w

w
www

2

'
1                                                            (5) 

where N  is the number of available paths, jw  is the load weight of path j. 

c) It decreases the congestion window of the session to ( '
1w−1  ) of its value. 

3) Data distribution policy: The sender selects path for each packet to ensure sequential 
arrival as possible. The amount of traffic corresponding to load weight should be evenly 
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distributed. Hence, the sender selects the path with the lowest utilization ratio to transmit the 
packet. Utilization ratio is calculated as following: 

wsu /=                                                                          (6) 
where s  is the number of bytes of packet has been sent, w  is load weight, u  represents 
utilization. 
3.8 Usage Scenarios 
We assume that there are a lot of resources on the server. When a client wants to download a 
big file from the server or to update a big file to the server, MPMTP-AR will probably appear 
here.  

When a MPMTP-AR session is established between the client and server, the session can 
simultaneously use multiple paths to deliver data. Thus the session has an opportunity to 
obtain a higher bandwidth and a better reliability. 

4. Performance Study 
During experiments, the proposed MPMTP-AR is fully implemented on simulation and actual 
platform. These experiments first verify the performance of MPMTP-AR by simulations. 
Then, MPMTP-AR is compared with MPTCP by actual tests. All test results displayed are the 
average value of the results of 30 runs in order to avoid being influenced by any stochastic 
factors. 

4.1 Performance Verification 
In this section, performance verification of MPMTP-AR is presented.  

1) The impact of congestion control: From the viewpoint of congestion control, using 
multiple paths for one session leads to an important and attractive problem. MPMTP-AR 
session uses multiple paths, and these paths will typically experience different levels of 
congestion. A naive solution to the congestion problem in MPMTP-AR would be to use the 
standard TCP congestion-control scheme. This can be easily implemented but leads to 
unfairness. If a session uses two paths, then the sender experiences the congestion from the 
two paths. When only one path occurs congestion, it is unfair, if the sender uses classical 
congestion window management mechanism called Reno [21], to decrease half of its 
congestion window. 

In this experiment, there are multiple available paths between the sender and receiver. Each 
path has the same path characteristics. When the sender detects a congestion on a path, it uses 
Reno and CSD to adjust congestion window, respectively. Fig. 6 shows the normalized 
congestion window when the number of available paths increases from 1 to 4. In the case of 
Reno, we can observe that the congestion window decreases to 50 percent regardless of the 
number of available paths. In the case of CSD, the congestion window is reduced decreases to 
a reasonable size according to the load weight of the congested path. Transmission on the other 
paths will not be affected by the congested path. Hence, CSD ensures the fairness between 
available paths. 
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2) The impact of error control: This part presents a study of error control through a 
hardware-in-the-loop simulation on OMNeT++ platform. The simulation environment is 
described as Fig. 7. Relay server 2 is implemented on a real server. There are two relay paths 
for each directional of data transfer. In each direction, one relay path passes relay server 1 and 
the other relay path passes real relay server 2. During transmission, the performance of relay 
server 2 fluctuates rapidly. 

Fig. 8 shows a unidirectional data transfer trace between these two user agents. The x-axis 
shows the time since the start of the data transfer, while the y-axis displays the evolution of the 
sequence number of outgoing packets. The triangle curve represents the evolution of FSN on 
path 2 which passes relay server 2. At the beginning, path 2 transmits data at a regular rate. 
Between the 3 s and the 4 s, the relay server 2 turns down its forwarding service for user agent, 
and even drops packets indicated by cross symbol. Sender detects the packet loss on path 2 at 
the 4.5 s. Sender decreases load weight of path 2 and redistributes the load originally assigned 
to the path 2 to path 1. At the 7 s, relay server 2 recovers from the poor status. Sender increases 
load weight of path 2. The circle curve displays the statistic of FSN of path 1 which passes 
relay server 1, and the plus symbol indicates the retransmitted data dropped by relay server 2 
and redistributed to path 1. 

 
Fig. 6. Comparison of normalized congestion window between Reno and CSD. 

 
Fig. 7. The environment of simulation. There are two alternative paths on each direction between  

two user agents. 
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 3, March 2017                                    1419 

The upper square curve describes the evolution of TSN of the session. It represents the sum 
of the throughput of two paths. When the performance of relay server 2 becomes poor, the 
session’s connection is not affected. It recovers the losses by retransmission and adjusts the 
data distribution quickly. Fig. 8 displays that the MPMTP-AR is an effective way to recover 
the packet loss and protect the session from path failure. 

3) Packet overhead and packet duplication: Packet overhead ( oP ) and duplicated packet 
are very important measure for a transport protocol. oP  is defined as follow:  

data

controladd
o n

nnP +
=                                                               (6) 

where controln  is the amount of control packets in bytes, i.e., feedback message and reception 
acknowledgement. addn  is the number of bytes of retransmitted data packets, and datan  is the 
amount of data in bytes. Duplicated packet is generated by unnecessary retransmission. 

The performance of packet overhead and duplicated packet are studied by OMNeT++ 
simulation. The simulation topology is described as Fig. 7. Table 2 displays packet overhead 
and duplicated packet with different packet loss rate (PLR). When PLR is 1 percent, packet 
overhead is 2.13%. When PLR increases, the packet overhead increases faster than PLR. This 
is mainly because MPMTP-AR generates more feedback message when path reliability 
becomes worse. Table 2 also presents the ratio between duplicated packet and data packet. 
Almost the same phenomenon as packet overhead is observed. Because it becomes more 
difficult to accurately determine packet loss when path reliability becomes worse, which will 
lead to unnecessary retransmission.  

 
Table 2. Packet overhead with different packet loss rate 

Packet loss rate (%) Packet overhead (%) Duplicated packet (%) 
1 2.130 0.03 
2 3.475 0.08 
3 4.985 0.15 
4 6.649 0.24 
5 8.511 0.35 

 
Fig. 8. Error control of MPMTP-AR. (Sender redistributes traffic when it detects packet loss.)  
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4.2 Comparison with MPTCP 
Both MPMTP-AR and MPTCP are designed to provide reliable data delivery service over 
multiple paths. This section compares MPMTP-AR with MPTCP in terms of throughput, 
packet loss rate, receiving buffer size, and reassembling delay. The proposed MPMTP-AR is 
fully implemented on the Linux platform. MPTCP is implemented according to 
http://multipath-tcp.org. 

In a real network, a client uses MPMTP-AR and MPTCP to download a file from a server, 
respectively. According to maximum transfer unit, the file to be delivered is divided into equal 
length packets. In the case of MPTCP, client uses the Reno to manage congestion window and 
a shared receiving buffer to reorder packets. In the case of MPMTP-AR, client uses CSD to 
adjust congestion window and uses two-level receiving buffer to reorder packets. Bottleneck 
link of each path has 1 Mbps bandwidth, and the loss rate of each path obeys uniform 
distribution ranging from 0.75% to 1.25%. Fig. 9 and Fig. 10 show trace collected by 
MPMTP-AR and MPTCP. It is obvious that MPMTP-AR outperforms MPTCP in all tests. 

In Fig. 9 (a), the number of available paths changes from 1 to 5. As the number of available 
paths increases, the throughput becomes larger and the improvement becomes smaller. Both 
MPMTP-AR and MPTCP cannot maximize utilization of multiple paths. This is mainly 
because protocols have to pay for the management of multiple paths. A reasonable value of α  
contributes to the accurate evaluation of path quality. Experimental results show that 
MPMTP-AR obtains the highest throughput when 8.0=α  regardless of the number of path. 

In Fig. 9 (b), as the number of available paths increases, the loss rate of MPMTP-AR is 
quite stable with no significant changes, and the loss rate of MPTCP becomes bigger. This is 
mainly caused by the relevance between available paths. Multiple paths provided by overlay 
network have a higher irrelevance than that provided by multiple IP address pairs. In the case 
of MPMTP-AR, the loss rate is the lowest when 07.0=β . As the value of β  adjusts the 
bandwidth fraction for feedback in a moderate step, which timely reflects the variation trend of 
path condition and avoids being influenced by any stochastic factors. 

MPMTP-AR sets  8.0=α  and 07.0=β  to evaluate the performance of data reassembling. 
During the transmission, there are two paths between the sender and receiver. Fig. 10 (a) 
displays the occupancy probability of receiving buffer. The average occupancy of receiving 
buffer decreases from 19.7 packets of MPTCP to 16.6 packets of MPMTP-AR. As two-level 
receiving buffer mechanism helps the receiver to reduce the buffer size that is occupied by 
discontinuous blocks. For instance, the receiver receives two packets. One packet has a TSN 
of 1 and a FSN of 1 from path 1, and the other packet has a TSN of 3 and a FSN of 2 from path 
2. In the case of only one receiving buffer, these two packets would occupy the space of three 
packets. Two-level receiving buffer mechanism only requires two packets space by storing 
these two packets in corresponding path-level receiving buffer. 

Fig. 10 (b) displays the delay which is the duration from the packet enters the receiving 
buffer to the time when it can be delivered to the upper application. The average delay 
decreases from 98 ms of MPTCP to 85 ms of MPMTP-AR. As two-level receiving buffer 
accelerates packet loss detection and retransmission. In addition, both MPMTP-AR and 
MPTCP have multi-modal property in probability distribution. This is mainly caused by time 
interval of reassembling procedure. For example, in the case of MPMTP-AR, most of the 
durations obeys uniform distribution ranging from 10 ms to 160 ms. The time interval of 
reassembling procedure is about 5 ms which leads to many peaks. 
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5. Conclusion 
In this paper, we propose MPMTP-AR to provide reliable delivery service, which fills the gap 
of exploring multipath characteristics for overlay network. MPMTP-AR uses three-way 
handshaking mechanism to establish a virtual connection at application layer. Data packet is 

 
Fig. 9. Comparison of throughput and loss rate between MPMTP-AR and MPTCP. MPMTP-AR with 

different value of α  and β . (a) Throughput  (b) Loss rate. 

 
Fig. 10. Comparison of receiving buffer and reassembling delay between MPMTP-AR and MPTCP. 

(a) Occupancy of receiving buffer  (b) Reassembling delay. 
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transmitted from the sender to receiver by UDP-based application layer forwarding. 
Retransmission mechanism is used to recover the packet loss. Taking advantage of feedback, 
MPMTP-AR accurately evaluates path quality which serves as a reference to select an 
appropriate path for each packet. Independent sending buffer of each path alleviates negative 
impact on other paths. Two-level receiving buffer improves the efficiency of data 
reassembling. MPMTP-AR takes load weight of the congested path into consideration to deal 
with congestion. Experimental results demonstrate that MPMTP-AR outperforms MPTCP. 
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