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PRSEIMl This paper illustrates key features of an enterprise employment simulation which integrates a

system dynamic feedback model with a cost-effectiveness optimisation capability utilising genetic
algorithms. Its core is a 3-dimensional array structure tracking staff numbers by rank, by time-in-rank,
by years-of-service.
The resultant model, which could readily be adapted to non-Defence use, can identify, given user
specification of any mix of employment rules, the likely patterns of employment behaviour including:
resultant time-in-rank and years-of-service profiles; ability of a Unit to fill all positions to target
strength; ability to fill promotional positions within normal rules for substantive promotion; need to fill
promotional positions using rules for temporary promotion or transfer from outside; necessary recruitment
pattern to sustain target strength.
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1. Introduction the Armed Services. Whilst the impact of minor
changes can be reasonably predicted by personnel

From time to time changes are proposed to the experts, significant changes can result in longer term

methods of entry into and conditions of service in unexpected and  undesirable outcomes.  This is
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especially so in complex organisations such as the
Armed Services which involve complex interactions
over time between the organisational elements.

Thus a rapid turnover employment policy may
result in an organisation structure in 10 years time
which has a large emergency reserve, but which
cannot supply trained NCO's to handle rapid
turnover

mobilisation. Conversely, a low

employment scenario may diminish  promotion
opportunities which in turn impacts on morale.
Policy switches between the extremes may produce
Also, as the

peace-time Army is fundamentally a training

totally unexpected consequences.

organisation, ‘boom-bustrecruiting patterns result in
successive peaks and troughs coursing through the
training system for years after the initial event,
causing considerable inefficiencies[1].

The specific catalyst for this paper was the policy
decision to move the Australian Army from a
‘lifetime career service' to a workforce with more
Given the

‘boom-bust’ consequences of army recruiting policy

flexible rules for entry and exit.

over the previous decade there was concern to

understand  the  implications of  alternative
employment  scenarios. The project contract
specifically requested a ‘system-dynamics model' and
also specified that this model was to permit

identification of the ‘optimum’ employment strategy.

2. The Nature of the Model

The simulation system comprised the system
dynamics model, built in Powersim, and an EXCEL
spreadsheet where the data for the different
employment scenarios was entered. The Powersim
model included[2]:

e Full Time employment module
e Part Time employment module
e Army Emergency Reserve module

¢ Productivity performance measurement module

*  Promotion and transfer rules module

2.1 Characteristics of the employment modules

The core of the model is the stock "Workforce',
which is a three dimensional array in which we
maintain key attributes of personnel in each cohort.
These attributes are rank, length of service and time
in rank. Personnel are recruited only at the lowest
level, and ‘spiral up'the array incrementing each
additional year of service and time in rank and each

promotion through a possible six ranks[3].
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[Fig.1] Full time employment module

The use of Powersim's powerful array structures
results in a stock-flow diagram which is sufficiently
‘simple’ and uncluttered to use as a basis for
validating the broad business rules with subject area
experts and to use with senior managers in
explaining counter-intuitive consequences of specific
scenarios. At the same time it permits the
capturing of critical organisational data. The
‘simplemodule in Figure 1 contains some 12,000

elements[4].

2.2 Scenario Building — Base Data and
Employment Options

The decision was made to use spreadsheets for
basic data entry and scenario specification because
of the complexity of entering data directly into the
array structures and also because the client’s staff

are very familiar with spreadsheets[5].
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The first step in building an employment scenario
is the specification of base characteristics of the
Army unit or other aggregation. The following
personnel policy parameters data items are required:

Strength targets by rank for full time and, where
appropriate, part time service.

The promotion cohorts for each rank (ie.
minimum time-in-rank for substantive promotion).

The proportion of each cohort likely to be
considered suitable for substantive promotion.

The proportion of each cohort likely to be
considered suitable for accelerated promotion.

Separation rates by rank, by years-of-service
(held constant over time in order to focus on the

effect of different employment scenarios).

3. Application of Optimisation to
System Dynamics Modelling

3.1 Optimisation Objectives for Modelling
Employment Strategies

Notwithstanding the

optimisation remains a controversial topic in the

comments above,

system dynamics community. We would argue that
it is an invaluable tool in at least two restricted
contexts.

First, we have found the optimisation process
We have found that the
selecting  input

valuable in validation.
variables
should e

impossible. Closer inspection finds a flaw in logic or

random process of
occasionally  produces results that
in the specification of business rules. Manual
testing had not picked up the problem because the
input variables were not ones we would intuitively
try.

More importantly, where there are potentially a
very large number of decision levers, or a large
number of possible ‘positions’ for those levers,

optimisation can identify initialisation settings which

are pretty good’, from which ‘what-if analyses and
sensitivity analyses can be undertaken.

Consideration of the “Transfer Policy' options
make it apparent that the user can specify any %
transfer policy’ (in the range zero to 100%) for each
year of service (from years 1 to 20), for each rank.
In other words there are an infinite number of
combinations and permutations of policy possible for
each of the employment scenarios modelled[6].

Many of these combinations will yield a structure
which cannot sustain the strength targets without
cannibalising other units or which cannot achieve
preparedness and mobilisation targets. Even if we
discard all those combinations of transfer policy
which lead to failures to meet boundary constraints,
there will still be an inordinate number of ‘feasible’
solutions.  ‘Optimisation’ allows us to identify an
initial position for our policy levers which is ‘pretty
good’ even if an ‘optimum’ as such does not really

exist.

3.2 Optimisation presumes that there is an
objective function to optimise

It may seem axiomatic that organisations know
what they are trying to optimise, especially if they
ask for the best'option. However our question to
the client "What does your employment policy aim
to optimise? 'was met with a blank look. Army, in
fact, could not specify optimisation criteria against
which to judge the different employment scenarios.
This, In our experience, in not uncommon,

In the absence of guidance from the client we
included a ‘placeholder’ that could be replaced if and
when Army identified an ‘optimisation’ employment
objective, The simulation model has a crude
employment cost-effectiveness measure based on
output productivity and total salary cost.  This
productivity module consists of two key facets[7]:

e productivity by years of service, and
e time on task (versus time on supervision and

management etc)
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The productivity by years of service graph in

illustrates a  hypothetical trades  employment

category. An apprentice has minimal productivity
for the 3 years in training: has a productivity in
the first year after graduation of around 40% of
that of the master tradesman: and thereafter
gradually Increases in productivity with years of
experience,

The time on task graph shows that, at the rank
of private, the majority of the working day is spent
on task (allowing about a 20% overhead for routine
military activities) regardless of YOS. Higher ranks,
however, spend an increasing proportion of their
time on supervisory and managerial duties.
Combining the two graphs for the unit gives an
average productive output potential. (There is, in
fact, a dynamic relationship between productivity of
subordinates and supervisory time spent by
managers, but this was ignored in the first
instance.)

The model can thus compare alternative
employment scenarios, which may otherwise seem
equally satisfactory, on the basis of their respective

outcome efficiencies.
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[Fig.2]  Productivity by Years of Service and

Time—on—Task by Rank

The specification of productivity by vyears of
service is essentially qualitative, based on the
judgements of experienced NCO's and unit
commanders, An ADFA research project is
currently gathering estimates of this data for a

variety of Army trades. The broad framework for

time-on-task has been taken from the case
presented to the Remuneration Tribunal in an Army
pay claim. Again this needs to be validated on an
trade by trade basis, as the characteristics can be
expected to vary between the administrative,

technical and arms trades[8].

3.3 The Optimisation Tools

The optimisation capability was achieved by
algorithm

software ‘Evolver with Powersim and EXCEL.

integrating the genetic optimisation
‘Evolver is a set of proprietary Genetic Algorithms
which can be run as an add-in for Excel, although
the Evolver solving methods can be used within
The model to be

optimised is defined within an Excel spreadsheet. If

many other applications.’

the model is specified in another Windows-based

application (such as Powersim), Excel acts as the

medium of information exchange between that
application and Evolver,

Broadly following Wolstenholme's framework[9] of
the required interaction between an optimisation
routine and system dynamics model, the Evolver,
Excel and Powersim applications were combined in
accordance with the following steps:

e Evolver selects a population and updates the
values of the model variables to be optimised.
The model variables are defined in cells within
Excel.

e These values are sent to Powersim and a
simulation is conducted.

¢ Once the Powersim simulation is complete, the
value of the objective function is returned to
Excel to enable Evolver to assess it's fitness and
generate offspring accordingly.

e Evolver selects new values for the variables to
be optimised (the offspring), and amends the
appropriate cells in Excel.

e [If the stopping criteria specified to Evolver is not
met, go to Step 2.

To facilitate the interaction between the software,
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the cells in Excel that contain the range variables
and the objective function value must be linked by

DDE to corresponding variables in Powersim.

Evolver generates range
variable values

Evolver places range variables
into designated cells within
Excel

Range variables sent to
Powersim as model input
parameters

Objective function sent from
Powersim to designated cell
within Excel

Evolver assesses the fitness of
< the objective function

Stopping criteria met

[1

Evolver returs best range
variables to Excel -@

[Fig.3] Basic optimisation strategy using Evolver,
Excel and Powersim

Stopping criteria

The data flows between the packages are
The Powersim model had

some 35,000 elements, and approximately 50 policy

illustrated in Figure 4.

variables were being varied with each iteration. In
addition, boundary condition tests were applied
against some 20 factors. FEach complete iteration
took just under 1 minute on a 233MHz Pentium
with 128 Mbyte of RAM. Typically the model
reached stabilitywithin 2,000 to 2,500 iterations (1.2
to 2 days), although in the tests the model was

typically run for 10,000 iterations[10].

[Fig.4] Optimisation data process flows

Typically the optimisation process would result in
a setting of the ‘levers’ which gave a 15% to 20%
improvement on their initial ‘considered judgement’
position after 2,500 iterations. Running the system
for a further 7,000 rarely improved the result by
more that 1%.

4. Conclusion

This paper has outlined a powerful strategic
enterprise employment simulation model. The
strength of the model, its ability to track staff by
rank, by time-in-rank, by years-of-service, is also a
limitation because it results in about 50 ‘decision
levers', each of which can have an infinite number
of positions. Also, where different scenarios with
different constraints are being compared, there is no
prima facie basis for assuming the same ‘ideal
initialisation settings.

The combining of genetic algorithm optimisation
with the system dynamics model allows the
automated identification of an ‘optimum'’initial setting
of these levers ( or at least a ‘pretty good starting
point) for the different sets of constraints, from
which the user can do ‘what-ifanalyses to
understand the functioning of the system.

The optimisation process had the unexpected
bonus of serving as a validation tool in that it ran
very large numbers of ‘extreme value'tests,
occasionally produced aberrant results which, on
reviewing, pointed to mistakes in logic or business
rules.

Setting up the integrationwas no mean task. We
look forward to testing the new Powersim Enterprise
Kit with enhanced genetic algorithm capability to
see whether it is capable of handling the complexity
of large array models. If so, we will dispense with

the integration process described in this paper.
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