
Ⅰ. Introduction

Information is becoming increasingly important 
in modern society. In particular, customer in-
formation is important for a company to determine 
how to interact with a customer. Recently, the rapid 
development of information technologies such as sen-
sor technologies and image processing technologies 

enables a company to benefit from new user 
information, that is, to use emotional information 
such as anger, sadness, fear, joy, satisfaction, and 
amusement. 

Emotional information plays a critical role in fore-
casting users’ behavior from a business perspective. 
For example, a user will knit their brows when they 
notice a brutal event, or they will look on top of 
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the world when everything is going considerably 
better. In other words, positive emotion may be a 
signal that denotes a favorable impression regarding 
marketing campaigns. Conversely, negative emotion 
may be a signal that denotes no appreciation for 
marketing campaigns. Therefore, it is important to 
recognize how users will express their emotion. 

Generally, facial expressions, tone of voice, and 
bodily expressions give important clues to detect 
emotional states (Atkinson et al., 2004; Carroll and 
Russell, 1997; Gross et al., 2012; Gunes et al., 2008; 
Pantic and Rothkrantz, 2003; Tartter, 1980; Zeng 
et al., 2009). For instance, the upper lip rises (Carroll 
and Russell, 1997), voice pitch increases (Tartter, 
1980), or the fists tremble (Atkinson et al., 2004) 
in anger. Recently, many studies have considered 
fusion of facial expressions with other information 
such voice tone, eye tracking and gestures (Bänziger 
et al., 2009, Chen et al., 2013; Gunes and Piccardi, 
2007; Lischke et al., 2012). Especially in the multi-
modal case using facial and body expressions, normal 
cameras have been used (Chen et al., 2013; Gunes 
and Piccardi, 2007). So, previous studies have used 
a limited number of information because the normal 
cameras generally produce two-dimensional images.

In this paper, we propose a new emotion recog-
nition model using a HD webcam and a Kinect. 
Because the camera in the Kinect has low resolution, 
the Kinect is not appropriate to track facial 
expressions. So, we use a HD webcam and a Kinect 
to track feature points of facial and bodily expressions, 
respectively. And we employ an artificial neural net-
work (ANN) for emotion recognition because of su-
perior performance in facial expression recognition 
(Boughrara et al., 2016; Lee et al., 2013; Liu et al., 
2012) and the easy mapping from the feature space 
of face images to the facial expression space (Ma 
and Khorasani 2004; Rosenblum et al., 1995; Xiao 

et al., 1999).
Many emotion recognition-related studies based 

on ANNs have separated positive emotion and neg-
ative emotion (Levine, 2007; Jung and Kim, 2012). 
However, the proposed model presents emotion as 
a set of vertices in a two-dimensional circular space 
containing valence and arousal (V-A) dimensions 
(Thayer et al., 1989). The valence dimension refers 
to how positive or negative the emotion is, whereas 
the arousal dimension refers to the degree of intensity 
of the emotion (Barrett and Russell, 1999; Citron 
et al., 2014; Russell, 2003). Finally, we compare our 
proposed model with other models such as a model 
using facial expressions and a model using bodily 
expressions in naturally occurring field environment 
rather than in the artificially controlled laboratory 
environment.

The rest of the paper is organized as follows: The 
next section provides a brief review of several related 
research works. Section 3 describes the model and 
the overall procedure of the model in detail. Section 
4 describes experimental tests and evaluations. The 
final section provides concluding remarks and addi-
tional research areas.

Ⅱ. Related Work

2.1. Theories of Emotion

Although there is no precise definition of emotion 
(Ekman, 1994; Parrot, 2004), the term can be generally 
described as a user response that is characterized 
by experience, expression, and physiology (Buck, 
1994; Ekman, 1993; Lang, 1995; Lundqvist et al., 
2009). Theories on these emotions can be classified 
into two types. One type is a categorical approach, 
and the other type is a dimensional approach. 
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Ekman’s model (Ekman and Friesen, 1976) is a typical 
example of the categorical approach. The model clas-
sifies emotions as anger, disgust, fear, happiness, sad-
ness and surprise. A representative example of the 
dimensional approach is the valence-arousal (V-A) 
model. The model presents motions in the V-A space. 
Recently, many studies have utilized the V-A model 
to recognize the users' emotions (Nicolaou et al., 
2011). Here, <Figure 1> shows the Ekman’s model 
and the V-A model, respectively.

2.2. Emotion Recognition

Companies can better serve customers if they can 
identify customers’ emotions promptly through cus-
tomers’ nonverbal behaviors including facial ex-
pressions, bodily expressions, and tone of voice. For 
these reasons, academic studies on emotion recog-
nition have been in progress as shown in <Table 
1>. 

Early studies for emotion recognition have used 
a single modality such as facial expression. However, 
emotion recognition from a single modality is difficult 
to infer accurately (Nicolaou et al., 2011; Russell, 

1980) because users’ emotion is subtle and complex 
(Nicolaou et al., 2011) and this emotional state can 
be expressed as multiple modalities such as facial 
and bodily expressions (Nicolaou et al., 2011). Hence, 
recent studies on emotion recognition using bodily 
expressions such as variation of head movement or 
variation of limb movement have gradually increased 
(Ekman and Friesen, 1976, Nicolaou et al., 2011).

Ⅲ. An Emotion Recognition Model

This research proposes a model to recognize emo-
tions from facial and bodily expressions. That is, 
the proposed model detects emotions from variations 
of facial and bodily feature points. So, a HD webcam 
and a Kinect are used to track feature points of users’ 
facial and bodily expressions. Each feature point 
extracted from these devices has a [x, y] and [x, 
y, z] coordinate value, respectively.

The proposed model consists of the following four 
steps as shown in <Figure 2>. In the first step, we 
collect data for detecting a user’s emotion by a HD 
webcam and a Kinect. In the second step, we pre-

(a) Ekman’s model (b) Valence-Arousal model

<Figure 1> Theories of Emotion
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process the collected data to establish an emotion 
recognition model. In the third step, we design and 
learn the model based on the back propagation algo-
rithm of artificial neural networks (ANN) because 
the ANN-based model is known to improve the 
emotion recognition accuracy (Jung and Kim, 2012; 
Mark et al., 1996). In the final step, the proposed 
model is validated in naturally occurring field envi-

ronment and compared with other models such as 
a facial expressions-based model and a bodily ex-
pressions-based model. 

3.1. Step 1: Data Collection
 
When a user’s emotion is recognized from the 

variations of facial and bodily feature points, the 
baseline problem exists, which means the problem 
of detecting a baseline against which changes in phys-
iological states can be compared (Gunes and Pantic, 
2010; Nakasone et al., 2005). To resolve this problem, 
we collect facial and bodily feature points from two 
types of content as input data. One type of content 
is used to detect users’ baseline expressions, and the 
other type of content is used to recognize their 
emotion. However, it is difficult to detect a wide 
range of true emotions from physiological changes. 
So, we use the ratings of valence and arousal reported 
by coders as output data. 

<Table 1> Summary of Researches on Emotion Recognition

Reference FeaturesReference
Ahn, 2014 Facial and bodily features
Ahn et al., 2014 Facial Features
Bejani et al., 2014 Facial features and speech
Jin et al., 2015 Acoustic and lexical features
Jung and Kim., 2011 Facial features
Kim et al., 2012 Facial features
Kolodyazhniy et al., 2011 Peripheral physiological signal
Koolagudi and Rao, 2012 Speech
Lee et al., 2014 Facial and bodily features
Li et al., 2013 Pose, facial features, illumination, and sunglasses disguise
Lischke et al., 2012 Eye movement, visible imagery, audio, bio-potential signal, and thermal imagery
Ryoo et a., 2013 Bodily features
Wang et al., 2013 Body movement and posture

Data Collection

Data Preprocessing

ANN Modeling for emotion recognition

Validation of the model

<Figure 2> Research Framework
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3.1.1. Collection of Input Data

To detect the emotional state of the user with 
respect to valence and arousal, users are designed 
to see two types of content as presented in <Figure 
3>. Because one type of content is a video to make 
the user feel comfortable, the movie is used to set 
in states of users' seemingly baseline emotion. In 
other words, the movie is used as the baseline for 
measuring the movement of facial and bodily feature 
points (Gunes and Pantic, 2010). The length of the 
comfortable video for baseline emotion is approx-
imately 30 seconds like the previous studies (Baird 
et al., 1999; Yurgelun-Todd et al., 1996). The other 
type of content is a movie trailer for measuring users’ 
feelings. The movie trailer’s length is between 5 and 
10 minutes. We name the state of baseline emotion 

as a non-simulated state, and the state of changed 
emotion as a simulated state, respectively.

We record and track feature points of users’ facial 
and bodily expressions while they sit up straight and 
watch the comfortable video and the movie trailer 
to play automatically in sequential order. Then, we 
extract facial and bodily feature points with software 
(developed by a Korean venture company that Intel 
acquired in 2012) by one frame per 0.5 seconds at 
the same interval to synchronize the facial and bodily 
expressions. The software can track facial and bodily 
feature points under not only slightly moving states 
of users but also low light conditions.

We model the facial and bodily feature points 
tracked by a HD webcam and a Kinect as illustrated 
in <Figure 4>. First, we track 64 facial feature points 
composed of the eyebrows (16 points), eyes (16 

(a) Comfortable content (Non-simulated state) (b) Movie trailer (Simulated state)

<Figure 3> Audio-visual Contents

<Figure 4> Features of Gesture and Face
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points), nose (7 points), lip (20 points) and chin 
(5 points). Then, we convert each facial feature point 
to [x, y] coordinate at frame f. Here, x means the 
left value or the right value, and y means the top 
value or the bottom value. A set of coordinates for 
64 facial feature points at each frame f is defined 
as { }f64,f2,f,1f T ,… ,T ,T= T , where { }

fnfn TTfn yxT
,,

,
,

=  and 
n = 1, 2, …, 64. 

Likewise, we model 4 bodily feature points that 
is composed of a head point (H), left shoulder point 
(LS), right shoulder point (RS) and neck point (NE), 
and we convert each bodily feature point to [x, y, 
z] coordinate at frame f. Here, x and y means the 
left value or the right value, and the top value or 
the bottom value, respectively. Additionally, z means 
the distance from a user to the content. Thus, a 
set of the body features at frame f is defined as 

{ }fffff NE ,RS ,LS ,H= K , where { }
fff HHHf z ,y ,x= H , 

{ }
fff SLSLSLf z ,y ,x= LS , { }

fff SRSRSRf z ,y ,x= RS , and 
{ }

fff NENENEf z ,y ,x= NE . Generally, a Kinect is possible 
to track 20 feature points such as head, shoulder 

center, spine, hip center, shoulder, elbow, wrist, hand, 
hip, knee, ankle, foot, and so on. However, we detect 
only 4 bodily feature points which are tracked in 
a sitting position. 

3.1.2. Collection of Output Data

We collect the output data by ground truth (GT), 
which is defined as a representation of the consensus 
among the experts (Antonacopoulos et al., 2006). 
The process of GT is conducted as follows. First, 
we select 4 people as the coders who report users’ 
emotion. The coders are trained to write up a report 
on the classification of users’ emotion drawn from 
previous studies. Second, the coders rate the [x, y] 
coordinate between -1 and 1 by using the Feel Trace 
System as shown in <Figure 5> (Cowie et al., 2000). 
Finally, we extract output data by one frame per 
0.5 sec at the same interval to synchronize with input 
data. 

<Figure 5> Feel Trace System
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3.2. Step 2: Data Preprocessing

Subtle changes in physiological data such as feature 
points of facial and bodily expressions are related 
to emotion. For example, the cheek rises in happiness 
or the upper lip rises in anger (Carroll and Russell, 
1997). Thus, the input raw data are preprocessed 
to reveal subtle changes in physiological data as 
follows. The first step is to compute the variations 
of the feature points between the non-simulated state 
and the simulated state, and the second step is to 
compute the variations of the feature points between 
frame f and frame f-1 in the simulated state.

On the other hand, there may be a distinct differ-
ence among output data reported in V-A space by 
the coders, even though they are well trained. To 
solve this problem, the intercoder correlation is used 
as weight in this research (Nicolaou et al., 2011).

3.2.1. Input Data Preprocessing

We preprocess the collected data in two situations: 
the non-simulated state and the simulated state. The 
collected data are preprocessed as follows. First, we 
compare feature points of the users’ facial and bodily 
expressions in the non-simulated state with those 
in the simulated state, and then we compute the 
variations of each feature point in the first frame. 
Here, each facial feature point in the non-simulated 
state is represented as the average of the x and y 
coordinates of all of the frames. And each bodily 
feature point in the non-simulated state is represented 
as the average of the x, y, and z coordinates of 

all of the frames.

Accordingly, the variation of the facial feature points 

T'n,1 is defined as 22
1,

11
)yy()xx(T

Nen,n,Nen,n, TTTTn
'

−+−= , 
where n=1,2,…64 and { }

NenNen TTNen yxT
,,

,
,

=  is the aver-
age of the facial expression in the non-simulated 

state. On the other hand, the bodily expression 
data are preprocessed for measuring the variation 
of the head movement, the variation of the shoulder 
movement, and the distance variation from a user 
to content. The variation of the head movement HM1 

is defined as 22

1 )()(
11 NeNe

HHHH
yyxxHM −+−= , 

where HNe is the average of the head movement 
in the non-simulated state. The variation of 
the shoulder movement SM1 is defined as 

22

1
()()

11

)}yyyy{()}xxxx{(SM
NeNe11NeNe RSLSRSLSRSLSRSLS

+−+++−+= , 
where LSNe and RSNe are the average of 
the left shoulder movement and the right 
shoulder movement in the non-simulated state, 
respectively. Additionally, the distance variation 
from a user to content D1 is defined as 

44

1111

1

NeNeNeNe
NERSLSHNERSLSH
zzzzzzzz

D
+++

−

+++

= .
Second, we obtain the corresponding variation 

value in each frame f, that is, the variation of 
the facial feature points between frame f and 
frame f-1, except the first frame. The variation 
of the facial feature points T′n,f is defined as 

22
,

11

)yy()xx(T
-fn,fn,-fn,fn, TTTTfn

'
−+−= , where n=1,2,…

64. The variation of the head movement HMf is 

defined as 
22

11
)yy()xx(HM

-ff-ff HHHHf −+−= . The 
variation of the shoulder movement SMf is defined as 

22

1111

(){)}() )}yyyy(xxxx{(SM
-f-fff-f-fff RSLSRSLSRSLSRSLSf +−+++−+= . 

Additionally, the distance variation from a user 
to content Df is defined as 

44

1111 −−−−

++++

−

++++

=
ffffffff NERSLSHNERSLSH

f

zzzzzzzz

D .

3.2.2. Output Data Preprocessing

It is difficult for the coders to reach a consensus 
regarding the ratings marked by them due to the 
variance in interpretation of the emotional state and 
their perception. Thus, similarities among the coders 
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are measured as the intercoder correlation to compute 
GT based on the level of contribution of each coder 
(Nicolaou et al., 2011). That is, the similarity is used 
as a weight of GT (Nicolaou et al., 2011). Here, 
the intercoder correlation assigned to a coder Cj 

is defined as, ∑
≠∈

−

=

ji

i

CCSi

ji
T

CS CCCor
S

Cor

,

,
' ),(

1||

1 where ST is the 
total number of coders (Nicolaou et al., 2011). 

However, we modify the intercoder correlation 
proposed by Nicolaou et al. (2011). Here, the 
modified intercoder correlation takes the abso-
lute value because ratings cannot be synchronized 
if a particular value has negative weights. More 
specifically, the proportion of the intercoder cor-
relation assigned to a coder Ci is definedas. 

∑
∈

=

Sj

CS
'

CS
'

CS

j

i

i
Cor

Cor
Weight

,

,

,

Accordingly, GT at each frame is defined as 
)

,∑
∈

×=

Si

CSi
i

WeightCGT (
.

3.3. Step 3: ANN Modeling for Emotion 
Recognition

Designing and learning the proposed model are 
divided into two steps. In the first step, the significant 
variables are extracted from the set of preprocessed 
data through statistical techniques. Then, we set up 
independent variables and dependent variables. In 
the last step, we design and learn the proposed model.

3.3.1. Selection of the Independent 
Variables and Dependent Variables 

The collected input data, namely, the feature points 
of users’ facial and bodily expressions, are considered 
as the candidate independent variables of the pro-
posed model. If multicollinearity among independent 

variables occurs, multicollinearity leads to inaccurate 
prediction. So, we extract the significant variables 
through Pearson's correlation coefficient at a 95% 
confidence level to eliminate concerns regarding mul-
ticollinearity (Jung and Kim, 2012). Then, the ob-
tained GT of arousal and valence by the coder’s ratings 
is used as dependent variables for learning the model. 

3.3.2. ANN-based Experimental Design

This study designs a three-layer neural network 
with the input layer, hidden layer, and output layer. 
Here, the number of nodes in the hidden layer is 
selected from N/2 (N = input nodes + output nodes) 
to 2N at an interval of N , and the ANN-based 
back propagation algorithm is used for learning the 
prediction of valence and arousal. The momentum 
rate is configured at 10%, and the learning rate is 
10%. Additionally, the sigmoid function is used as 
the activation function for transformation (Cybenko, 
1989).

In this study, data for the proposed model are 
divided into three data sets: the training set (60%), 
test set (20%), and validation set (20%). 

3.4. Step 4: Validation of the Model

In this paper, we use mean absolute error (MAE) 
and root mean squared error (RMSE) to measure 
the accuracy of the prediction by the model. MAE 
and RMSE are computed as follows; 

∑∑∑∑
====

=
⎭
⎬
⎫

⎩
⎨
⎧

−==−=
n

f

i

n

f

n

f

i

n

f

e
n

fθfθ
n

RMAE ande
n

fθfθ
n

MAE

1

2

1

2
^

11

^ 1
)()(

1
,

1
)()(

1

, 
where )(

^

fθ and )( fθ  are the prediction and GT at 
frame f, respectively.

Additionally, we use a paired sample t-test to de-
termine whether the difference between the MAE 
of the validation set is statistically significant. 



An Intelligent Emotion Recognition Model Using Facial and Bodily Expressions

46  Asia Pacific Journal of Information Systems Vol. 27 No. 1

Ⅳ. Empirical Analysis

4.1. Data Set

For the evaluation of our proposed model, we 
collected feature points of 167 users’ facial and bodily 
expressions at the 2012 Franchise Exhibition in Seoul 
held in Korea from 15th May 2012 to 17th May 2012. 
However, the data contained a large percentage of 
noise because many users watched the given content 
during a very short-time period. Therefore, we only 
selected 33 users’ feature points by considering gender 
and age as summarized in <Table 2>. 

We acquired and preprocessed 6,457 frame data 
from 33 users. Each frame data was composed of 
64 variation values of facial expressions, 3 variation 
values of bodily expression, a valence value, and an 
arousal value after the preprocessing step. We divided 
the data into a training set (3,875 frames), test set 
(1,291 frames), and validation set (1,291 frames) for 
the experiments.

4.2. Experimental Design

To predict a user’s arousal and valence, an 
ANN-based back propagation algorithm was used. 
First, feature points that have statistically significant 

correlations were selected as independent variables 
in the input layer at a 95% confidence level. As a 
result, a total of 66 significant variation values except 
1 variation value of facial expressions and a total 
of 55 significant variation values except 12 variation 
value of facial expressions were selected as in-
dependent variables for the prediction of valence 
and arousal, respectively. Second, the number of no-
des in the hidden layer was selected from N (N = 
input nodes + output nodes) to 2N at an interval 
of N , and Neuroshell 2 software was used as a 
tool for the ANN-based model. 

4.3. Experiment Result

4.3.1. ANN-based Experimental Result

Several experiments for the prediction of valence 
are performed by varying the number of hidden nodes 
as shown in <Figure 6>. The predictions of valence 
by facial expressions, bodily expressions, and con-
fusion of facial and bodily expressions are best when 
the number of the hidden nodes is 32, 8, and 67, 
respectively. 

Several experiments for the prediction of arousal 
are performed by varying the number of hidden nodes 
as shown in <Figure 7>. The predictions of arousal 

<Table 2> Demographic Information of Users

Characteristics
Users

Frequency %

Gender
Male 16 48

Female 17 52

Age

10~19 6 18
20~29 11 34
30~39 8 24
40 ~  8 24

Total 33 100
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by facial expressions, bodily expressions, and con-
fusion of facial and bodily expressions are best when 
the number of the hidden nodes is 27, 8, and 84, 
respectively. 

As a result, we obtain the optimal number of 
hidden nodes on each feature as summarized in 

<Table 3>. We know that the valence of the determi-
nation model has the highest accuracy when using 
facial expression data. This result means that users 
unconsciously use facial expressions to betray the 
positive or negative character of emotion. In contrast, 
the arousal of the determination model has the highest 

0.00

0.03

0.06

0.09

0.12

0.15

0.18

M
A
E

Facial expressions Bodily expressions Confusion of facial and bodily expressions

→ Facial

→ Bodily

→ Confusion

Hidden nodes

32

4

34

48

6

67

64

7

83

79

8

120

(a) Prediction accuracy using MAE

0.10

0.12

0.14

0.16

0.18

0.20

R
M
S
E

Facial expressions Bodily expressions Confusion of facial and bodily expressions

→ Facial

→ Bodily

→ Confusion

Hidden nodes

32

4

34

48

6

67

64

7

83

79

8

120

(b) Prediction accuracy using RMSE

<Figure 6> Prediction of Valence
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accuracy when using bodily data. Its result is different 
from the result of previous studies (Nicolaou et al., 
2011) using confusion of facial and bodily 
expressions. Emotional arousal is related to a state 
of physiological activity. Because the given content 

was a serious detective thriller, we judge that bodily 
expressions often expressed the physiological state.

We did not expect these results. Users generally 
express their emotion as multiple modalities such 
as facial expression, bodily expressions, and tone of 

0.15

0.16

0.17

0.18

M
A
E

Facial expressions Badily expressions Confusion of facial and bodily expressions

→ Facial

→ Bodily

→ Confusion

Hidden nodes

27

5

36

53

6

56

65

7

70

78

8

84

(a) Prediction accuracy using MAE

0.15

0.16

0.17

0.18

0.19

0.20

R
M
S
E

Facial expressions Badily expressions Confusion of facial and bodily expressions

→ Facial

→ Bodily

→ Confusion

Hidden nodes

27

5

36

53

6

56

65

7

70

78

8

84
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<Figure 7> Prediction of Arousal
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voice (Nicolaou et al., 2011). Therefore, we expected 
that the performances of the model using confusion 
of facial and bodily expressions would be better than 
those of the model using facial expressions and those 
of the model using bodily expressions. However, these 
results show that users’ emotional valence and arousal 
are expressed more clearly by facial expression and 
bodily expressions than by the confusion of facial 
and bodily expressions while they watch a content. 

4.3.2. Verification of ANN-based 
Experimental Result

To determine whether there is a statistically sig-
nificant difference between the MAE values in the 

facial expressions, bodily expressions, and confusion 
of facial and bodily expressions, a paired sample 
t-test is used for each validation set’s absolute error, 
respectively. The results are as shown in <Table 4>. 
We have found that there were statistically significant 
differences between the absolute errors at a 95% con-
fidence level. So, all experimental results can be con-
sidered as acceptable.

Ⅴ. Conclusion

User's behavior contains substantial information 
such as emotions, feelings, likability, and concentration. 
Recently, the development of sensor technologies and 

<Table 3> Result of ANN-based Experiment

Valence Arousal
MAE RMSE MAE RMSE

Confusion 0.134 0.164 Confusion 0.170 0.194
Facial expressions 0.028 0.138 Facial expressions 0.171 0.2
bodily expressions 0.143 0.170 bodily expressions 0.169 0.189

<Table 4> Results of ANN-based Experiment

Valence
Absolute error N t Significant probability

eU eF 1,291 -9.215 .000

eU eG 1,291 9.356 .000

eF eG 1,291 25.261 .000

Arousal
Absolute error N t Significant probability

eU eF 1291 -22.017 .000

eU eG 1291 -5.049 .000

eF eG 1291 3.176 .002

Note: eU,eF, and eG mean absolute errors of the confusion of facial expressions and bodily expressions, facial expression, and bodily expressions,
respectively. 
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image processing technologies makes it easy to collect 
behavior information. In this study, we proposed 
an artificial neural network-based model using a HD 
webcam and a Kinect to detect users’ emotion. 

Our model has the following key characteristics. 
First, we collected data in naturally occurring field 
environment rather than in the artificially controlled 
laboratory environment. Second, we used a Kinect 
to collect feature points of bodily expressions. 
Specifically, the Kinect was used to obtain 3 dimen-
sional information of bodily expressions. Third, the 
proposed model used confusion of facial and bodily 
expressions to detect users’ emotions. Finally, the 
valence of the determination model had the highest 
accuracy when using facial data. On the contrary, 
the arousal of the determination model had the high-
est accuracy when using bodily data. 

However, our research has some limitations. First, 
human coders approximated the valence and arousal 
dimensions to detect users’ emotions. Although they 
were trained to write up a report on the classification 
of users’ emotions, their reports might be inaccurate. 
The sample size for recognizing users’ emotions was 
small. Thus, it would be dangerous to hastily general-
ize our result. Furthermore, the length of the comfort-
able content was approximately 30 seconds. The peri-
od might be short to make a user feel relaxed.

Even though the current study applies the use 
of facial and bodily expressions in evaluating emotion 
recognition, the same technology can be applied to 
online video recommendation. For example, it can 
predict if a customer is likely to prefer the video 
or not when he/she is watching a video.
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