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Abstract – Normally, the artificial intelligence algorithms are widely applied to the optimal controller 
design. Then, it is expected that the best output performance is achieved. Unfortunately, when 
resulting controller parameters are implemented by using the practical devices, the output performance 
cannot be the best as expected. Therefore, the paper presents the optimal controller design using the 
combination between the state-space averaging model and the adaptive Tabu search algorithm with the 
new criteria as two penalty conditions to handle the mentioned problem. The buck-boost converter 
regulated by the cascade PI controllers is used as the example power system. The results show that the 
output performance is better than those from the conventional design method for both input and load 
variations. Moreover, it is confirmed that the reported controllers can be implemented using the 
realistic devices without the limitation and the stable operation is also guaranteed. The results are also 
validated by the simulation using the topology model of MATLAB and also experimentally verified by 
the testing rig.  
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1. Introduction 
 
Presently, the artificial intelligence (AI) techniques are 

widely used for electrical engineering research areas such 
as the system identifications using adaptive tabu search 
(ATS) [1-5], the protection design in power system via ATS 
[6], the active power filter design using genetic algorithm 
(GA) [7], power loss minimization using particle swarm 
optimization (PSO) as well as artificial bee colony (ABC) 
[8], reactive power optimization for distribution systems 
based on ant colony optimization (ACO) [9], and etc. In 
this paper, the AI technique called the ATS method will be 
applied to design the cascade PI controllers of buck-boost 
converter because this algorithm has the mathematical 
proof to ensure that it can escape the local solutions [2]. 
However, when the AI is applied to the power electronic 
system, the main problem is the simulation time. This is 
because the simulation of power electronic system using 
software packages (such as MATLAB, PSIM, and etc.) 
provide a huge simulation time due to a switching behavior. 
It is not easily applicable for the AI searching method in 
which the iterative simulation is required. Moreover, many 
research works [10-13] normally present the optimal 
controller design using the AI methods in which the best 
output performance is guaranteed. Unfortunately, when 

the resulting controllers are implemented, the output 
responses cannot provide the waveform with a good 
performance as expected. This is because the control 
signal is limited by the practical devices.  

Therefore, to handle the mentioned problems, this paper 
also presents a state-space averaging model. The benefits 
of the proposed averaging model are concluded as follows: 

 The fast computation time can be obtained via the 
averaging model. It is very useful for the optimal 
controller design using ATS algorithm in which the 
system responses are iteratively simulated.  

 The control signal can be determined from the system 
state-variables. Hence, during the searching process, the 
control signal of each searched controller parameters can 
be identified. Consequently, the control signal limitation 
can be included as a penalty condition in the design 
process.  

 The stability analysis can be also included by calculating 
the Eigenvalues from the small-signal model linearized 
from the state-space averaging model.  
 
Hitherto, using the state-space averaging model in the 

searching process, the fast simulation time, the control 
signal consideration, and the stability confirmation can be 
achieved. As a result, the controller parameters designed by 
the proposed technique can provide the best output 
response that can be also implemented by practical devices. 
Furthermore, the stable operation is also confirmed. The 
three-phase uncontrolled rectifier feeding the regulated 
buck-boost converter is considered as the example system 
for this study. The ATS is applied to search the cascade PI 
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controller parameters of buck-boost converter to achieve 
the best output voltage performance for both input and 
load variations. The proposed design procedure in the 
paper has not been reported in the previous publications. 
The simulation and experimental results for the system 
with the controller designed by the conventional method 
are compared with those of the system with the controller 
designed by the ATS method. 

This paper is structured as follows. The considered 
power system is described in Section 2. The state-space 
averaging model derivation is explained in Section 3. In 
Section 4, the optimal control design using the ATS method 
is illustrated in which the control signal consideration and 
the stability analysis are also included in the design process. 
Section 5 shows the controller design results validated by 
the simulation. Section 6, the experimental results are 
presented to support the concept of the proposed design 
method. Finally, Section 7 concludes the advantages of the 
proposed design technique in which it is easily applicable 
to design the controller of other power converters. 

 
 

2. Considered Power System 
 
The considered power system is depicted in Fig. 1. It 

consists of balanced three-phase voltage source, trans-
mission line parameters represented by Req, Leq, and Ceq, 6-
pulse diode rectifier, DC-link filters represented by Rf, Lf, 
Rc, and Cf, buck-boost converter regulated by the cascade 
PI controllers feeding the resistive load represented by R. 
Generally, to regulate the Vo output response, the cascade 
PI controllers having the inner-loop and outer-loop are 
used. The Kpi and Kii are the PI controller parameters of 
inner-loop to control the inductor current of L, while the 
Kpv and Kiv are the PI controller parameters of outer-loop to 
control the output voltage of capacitor C. According to the 
example power system shown in Fig. 1, the aim of the 
paper is to design these PI controller parameters, here are 

Kpi, Kii, Kpv, and Kiv. These parameters are appeared in the 
proposed state-space averaging model. Therefore, the 
controllers based on their existing model can be tuned by 
using the ATS algorithm until the best output performance 
is achieved. Unfortunately, the regulated buck-boost 
converter in Fig. 1 normally behaves as a constant power 
load (CPL) in which it can significantly affect the system 
stability [14]. Hence, the stability study is also included 
in the tuning process via the small-signal model linearized 
from the state-space averaging model as the penalty 
condition. Moreover, dx in Fig. 1 is the control signal. 
This value is used to compare with the sawtooth waveform 
having amplitude equal to Ar. The dx can be calculated 
from the state-space averaging model. For the imple-
mentation, it should not be more than Ar. Therefore, this 
limitation is also included in the searching process as the 
penalty condition as well. It can be concluded that this 
paper presents the optimal controller design using the ATS 
algorithm to achieve the best output response. During the 
design process, two penalty conditions are included. The 
details how to design the controller using the proposed 
technique will be described in Section 4. The system 
parameters for the considered system are as follows: Vs = 
15 Vrms/phase, f = 50 Hz, Req = 0.2 Ω, Leq = 100 µH, Ceq = 
2 nF, Rf = 2 Ω, Lf = 33 mH, Cf = 1100 µF, Rc = 3 Ω, L = 15 
mH, C = 1100 µF, and R = 80 Ω.  

 
 

3. State-Space Averaging Model 
 
It is well-known that the models of power converter are 

time-varying in nature because of their switching actions. 
In this paper, the DQ method [15-17] and the generalized 
state-space averaging (GSSA) method [18-20] are used to 
eliminate the switching behavior of diode and switch Q, 
respectively. As a result, the time-invariant model is 
achieved. Firstly, the DQ method is selected to derive the 
dynamic model of a three-phase diode rectifier in which 

 

Fig. 1. Considered power system 
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the diode rectifier can be treated as a transformer on DQ-
axis as shown in Fig. 2. According to Fig. 1, the effect of 
Leq on the AC side causes an overlap angle µ in the output 
waveforms that causes as a commutation voltage drop. 
This drop can be represented as a variable resistance Rµ 
that is located on the DC side as shown in Fig. 2. The 
transmission line section in Fig. 1 can also be transformed 
into DQ frame. 

The DQ representation of the transmission line is then 
combined with the diode rectifier. As a result, the 
equivalent circuit of the considered power system can be 
represented in the DQ frame as depicted in Fig. 2 by fixing 
the rotating frame on the phase of the switching function 
(φ1=φ) [21]. In Fig. 2, the three-phase diode rectifier 
including the transmission line on AC side is already 
transformed into the DQ frame via the DQ method. Notice 
that the diode rectifier can be modeled as the transformer in 
which it can provide the time-invariant model. The GSSA 
modeling method is then used to eliminate the switching 
action (switch Q) of the buck-boost converter. The control 
signal dx can be calculated by the system state-variables 
given in (1). Notice that when PI controllers are considered, 
the Xv of the voltage loop control and the Xi of the current 
loop control are set as the state variables of the model. 

 
*

x pi L pv pi o iv pi v ii i pv pi od K I K K V K K X K X K K V= − − + + +
 (1) 

 
The control signal dx is compared with the sawtooth 

signal having the amplitude Ar to provide the d* waveform. 
The d* is the duty cycle of buck-boost converter as well as 
the gate drive signal for the switch Q. Hence, d* should be 
equal to 0-1 in which it can be calculated by (2). 

 

 * x

r

d
d

A
=   (2) 

 
Applying the basic KVL and KCL to Fig. 2 with the 

GSSA method and using (1) and (2) during the derivation 
process, the state-space averaging model of considered 
system can be expressed in (3).  

The resulting model given in (3) is the nonlinear time-
invariant model in which it can be used to calculate the 
system responses with the fast computation time. It is very 
useful for the controller design using the ATS algorithm 
in which the output response is iteratively calculated. 
Furthermore, when the state-variables can be calculated by 
(3), the control signal dx can then be also determined by (1). 
As for the stability analysis, the model in (3) is linearized 
by using the first order terms of the Taylor expansion so as 
to achieve a set of linear differential equations around an 
equilibrium point. This resulting linearized model of (3) is 
then of the form in (4) that can be called small-signal 
model. Consequently, the eigenvalues can be determined 
from the Jacobian matrix ( )o oA x ,u . 
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Fig. 2. The equivalent circuit of the considered system on DQ-axis 
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where 
 

, ,
T

sd sq bus d bus q dc dc L o v iI I V V I V I V X Xδ δ δ δ δ δ δ δ δ δ δ⎡ ⎤= ⎣ ⎦x  

* T
s oV Vδ δ δ⎡ ⎤= ⎣ ⎦u  

[ ]Tdc oV Vδ δ δ=y  

[ ]10 2×=B  [ ]2 10×=C [ ]2 2×=D  
 
The matrices A B C and D are too awkward to put in 

this paper. The more details how to derive the considered 
power system using the DQ and GSSA methods can be 
found in [21]. 

 
 

4. Optimal Controller Design 
 
The ATS is one of the powerful artificial intelligence 

(AI) search algorithms and has a convergence property 
[2]. Therefore, in this paper, the ATS algorithm is used as 
the tuning mechanism to minimize J until one of the 
termination criteria is satisfied. The use of ATS algorithm 
to design the cascade PI controller via the state-space 
averaging model is explained in the block diagram of Fig. 
3 in which two penalty conditions are included in the 
process. Referring to Fig. 3, the command input *

oV  is 
firstly determined. Then, all state xi values can be calculated 
from the proposed state-space averaging model given in (3). 
In terms of computational time, if the system of Fig.1 is 
simulated from t=0-1.5s. by using the exact topological 
model in MATALB, the computing time is equal to ∼175s. 
Otherwise, the system response under the same scenario 
calculated from the proposed dynamic model given in (3) 
consumes only ∼0.08s. Hence, for the searching case, the 
system will be repeatedly simulated more than 100 rounds. 
Applying the obtained models for simulations instead of 
the exact topology models based on the simulation 
packages is appropriate. As can be seen in Fig. 3, there are 
three parts in the tuning design process as follows: 

4.1 Calculating the performance index 
 
The output voltage response Vo (one of state-variables) is 

used for this section. The dynamic response of Vo for both 
varying command voltage and load conditions can be 
obtained. In the paper, the changing *

oV from 20 V to 30 V 
with R = 80 Ω and changing R from 80 Ω to 40Ω with 

*
oV = 30V are used for the design process. As a result, the 

percent overshoot (P.OATS), rise time (Tr, ATS), and setting 
time (Ts, ATS) are determined. The weighting function w1 
(for input voltage variation) and w2 (for load variation) can 
be calculated by (5)  

 
, ,

1 2 1 2 3
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. .
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.
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w w h h h

P O T T
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= + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
  (5) 

 
where P.OCON, Tr,CON , and Ts,CON are the percent overshoot, 
rise time, and setting time of Vo response when the 
controllers are designed by the conventional method. The 
conventional design method is based on the standard 
second-order system characteristic. More details how to 
design the controllers using the conventional method can 
be found in Appendix. In (5), the h1, h2, and h3 are the 
priority coefficients of P.O., Tr, and Ts in which the 
summation of these values must be equal to 1. In this 
paper, the values of h1, h2, and h3 are set to 0.34, 0.33, and 
0.33, respectively because the P.O., Tr , and Ts are equally 
significant. Note that, the w1 and w2 becomes to 1 for the 
conventional design method. 

 
4.2 Penalty condition I 

 
The control signal consideration is included in the 

design process to ensure that the resulting PI controller 
parameters can be implemented by using the realistic 
devices. The control signal dx can be calculated from the 
system state values by (1). The w3 can be determined by 
using the condition given in (6) in which the Ar is the 
amplitude of sawtooth signal. In the paper, Ar is set equal 
to 10 V. The Ar cannot be set exceed 15 V if the controllers 
are implemented by using op-amp as the comparator 
because it will be saturated at the voltage level equal to 
∼15V.  
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4.3 Penalty condition II 

 
As mentioned before, the regulated buck-boost converter 

behaves as a CPL in which this load can significantly 
degrade the system stability. Hence, during tuning PI 
controller parameters, the stability analysis is also included. 
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Fig. 3. ATS-based cascade PI controller optimization 
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According to Fig. 3, the state-space model is linearized 
by the first-order term of Taylor series expansion. 
Consequently, all eigenvalues iλ  can be calculated from 
the matrix A of linearized model or small-signal model. 
The w4 can be determined by using the condition given in 
(7).  

 

 

{ }
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4

  Re 0
0
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w
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w
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λ <
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 (7) 

 
All w1 w2 w3 and w4 can be calculated from the proposed 

state-space averaging model given in (3) in which the PI 
controller parameters Kpv Kiv Kpi and Kii are appeared inside 
the model. The ATS algorithm will tune these controller 
parameters until the minimum J is achieved. In the paper, 
the objective function J is calculated by (8) in which y is 
equal to 4 because there are only 4 conditions for the 
design procedure. The designer can add other conditions 
for different considerations.  

 

 
1

y

x
x

J w
=

=∑   (8) 

 
The number of iterative is set to 100 as the termination 

criteria. The upper and lower limits of Kpv Kiv Kpi and Kii 
are set to [0.015 0.4], [1.4 30], [0.4 10], and [500 10000], 
respectively. The setting boundary of these parameters can 
be randomly determined. However, for this paper, this 
setting boundary is based on the controller designed by 
using the conventional method. As a result, the optimal PI 
controller can be achieved with a fast computing time. 
Notice that the penalty values of w3 and w4 are set equal to 
10. However, some problems can be set to different values 
depending on the w1 and w2 value. In this paper, the penalty 
values equal to 10 is sufficient to evaluate the bad solution 
because the minimum value of J is around 0.5. In addition, 
the steady-state error is not considered in the design 
process of Fig. 3. This is because the PI controllers 
increase the system type. Therefore, the steady-state error 
is always zero. 

 
 

5. Simulation Results 
 
The resulting PI controller parameters with their 

objective function values represented by J are given in 
Table 1. 

According to Table 1, the ATS method can provide the 
minimum J compared with the conventional method. It 
means that the best output voltage performance can be 
achieved by using the ATS algorithm technique. Moreover, 
the implementation ability and the stable operation are 
guaranteed. To verify the results, Fig. 4(a) shows the Vo 

response to a step change of *
oV from 20 to 30 V that 

occurs at t = 1s. It can be seen from the simulation result 
that the cascade PI controller designed from the ATS 
method can provide the better output performance than 
those designed from the conventional method. For this case, 
the control signal dx is shown in Fig. 4(b). As can be seen 
in this figure, the resulting control signal is not exceeded Ar 
value (10 V). Hence, the PI controller parameters designed 
by the ATS method can be implemented. For example, if 
this control signal is compared with sawtooth having Ar = 

Table 1. The comparison results between conventional 
method and ATS method 

Design method PI controller parameters/
J value Conventional method ATS method

Kpi 5.486 1.457 
Kii 2742 4.573 
Kpv 0.128 0.5453 
Kiv 7.04 22.332 
J 1.0 0.377 
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10. The op-amp will be not saturated. In terms of stability 
analysis, the eigenvalues are addressed in Fig. 4(c) in 
which all eigenvalues are located on the stable region. 
For varying voltage command from 30V to 40V and 40V 

to 50V, the results of Vo response, control signal, and 
location of eigenvalues are depicted in Fig. 5 and Fig. 6, 
respectively.  

For varying load conditions, Fig. 7(a) shows the Vo 
response when *

oV is set to 30V and resistive load R is 
changed from 80Ω to 40Ω. The control signal and the 
result of stability analysis for this case are also presented 
in Fig. 7(b) and Fig. 7(c), respectively. Under the same 
condition of varying load, the results for *

oV equal to 
40V and 50V are shown in Fig. 8 and Fig. 9, respectively. 

The simulation results from Fig. 4 - Fig. 9 confirm that 
the ATS method can provide the better output voltage 
performance compared with the conventional method. 
Although changing *

oV from 20 V to 30 V with R = 80 Ω 
and changing R from 80Ω to 40Ω with *

oV = 30V were 
only used in the ATS process, the better output voltage 
performance can be obtained for other conditions. 

The system with the PI controllers designed by the ATS 
method still provide the better output voltage response 
compared with those of conventional method. 

 
 

6. Experimental Results 
 
It has been established in the previous section that the 

proposed ATS design can provide the better output 
voltage response than those from the conventional design 
for both input and load variations. In this section, the 
experimental validation is presented. The experimental rig 
is shown in Fig.10. The cascade PI controllers based on the 
diagrammatic representation of Fig. 1 were implemented 
using an Atmaga1280 microcontroller that highlighted by 
the number 3 in Fig. 10. The resulting PI controller 
parameters were applied to the system of Fig.10 to regulate 
the output voltage. The simulation and experimental rig 
were subjected to the same condition. The resulting Vo 
waveforms by using PI controller parameters designed 
from both conventional and ATS methods for changing  
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Fig. 7. *
oV = 30V with R changed from 80Ω to 40Ω 
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Fig. 8. *
oV = 40V with R changed from 80Ω to 40Ω 
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Fig. 9. *
oV = 50V with R changed from 80Ω to 40Ω 
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*
oV  from 20V to 30V, 30V to 40V, and 40V to 50V with 

R=80Ω are shown in Figs. 11 - Fig. 13, respectively. The 
comparison waveforms for load variations when resistive 
load R is changed from 80Ω to 40Ω with *

oV  equal to 
30V, 40V, and 50V are shown in Figs. 14-Fig. 16, 
respectively. 

Overall it can be concluded that a good agreement 
between simulation and experiment results during the input 
and load variation can be achieved. The benefit when the 
system using the controllers designed by the proposed ATS 
method is clearly shown.  

 

Fig. 10. The testing rig of the considered power system 
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Fig. 11. The experimental results for changing *
oV from 

20V to 30V 
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Fig. 12. The experimental results for changing *
oV from 

30V to 40V 
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Fig. 13. The experimental results for changing *
oV from 

40V to 50V 
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Fig. 14. The experimental results for changing R from 80Ω
to 40Ω with *

oV = 30V 
 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
30

32

34

36

38

40

42

44

46

t(sec.)

V
o(V

)

 

 
conventional design
ATS design

 

Fig. 15. The experimental results for changing R from 80Ω
to 40Ω with *

oV = 40V 
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Fig. 16. The experimental results for changing R from 80Ω
to 40Ω with *

oV = 50V 
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7. Conclusion 
 
According to the results, it indicates that the state-space 

averaging model and the ATS algorithm play a significant 
mechanism to the optimal controller design process. The 
ATS algorithm is very useful to design the cascade PI 
controllers of buck-boost converter. Because of the penalty 
condition I and II, the resulting controller parameters are 
confirmed that they can be implemented using the practical 
devices without the saturated problems and the stable 
operation can be achieved. During the tuning process, the 
control signal dx and the eigenvalues can be calculated 
from the proposed averaging model. The results have been 
already verified by using the simulation and experiment 
with a good agreement. The design procedure proposed in 
the paper is not limited to only buck-boost converter, but it 
can be also applied to all power converters with various 
types of controllers. However, the averaging models of 
the system are very important in which they must be 
determined before using the proposed design process. 
Furthermore, other AI algorithms such as GA, PSO, and 
etc. can be applied to the design process using the same 
procedure as well. It can be seen that the proposed design 
technique is very flexible and simple for the optimal 
controller design of power converter in which the imple-
mentation ability and the stable operation are confirmed. 

 
 

Appendix 
 
The details of classical method for PI controller design 

are as follow: 
 

- Current loop control 
 
The schematic of the current loop control of the system 

in Fig. 1 is shown in Fig. A1. 
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Fig. A1. current loop control 
 
In Fig. A1, the Kpi and Kii are the PI parameters of 

current loop control, while L, Ar, and Vdc are the inductor of 
buck-boost converter, amplitude of sawtooth waveform, 
and DC-link voltage, respectively. Closed-loop transfer 
function of the current loop is given by: 
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A L A L
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 (A-1) 

The closed-loop denominator has roots with ωni and ζi. 
The standard second order form is 

 
 2 22 n ns sζω ω+ +  (A-2) 

 
Hence, the current loop controller can be designed by 

comparing between the denominator of (A-1) and (A-2) to 
yield: 

 

 
2 i ni r
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ζ ω
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ω
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- Voltage loop control 

 
The schematic of the voltage loop control of the system 

in Figure1 is shown in Fig. A2. 
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Fig. A2. voltage loop control 
 
In Fig. A2, the Kpv and Kiv are the PI parameters of 

voltage loop control, while C and R are the capacitor of 
buck-boost converter and resistive load, respectively. 
Closed-loop transfer function of the voltage loop is given 
by: 

 *
2 1

pv iv

o

pvo iv

K s K
CV

K RV Ks s
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 (A-5) 

 
Therefore, the voltage loop controller can be also 

designed by comparing between the denominator of (A-5) 
and (A-2) to yield: 

 

 2 1v nv
pv

RC
K

R
ζ ω −

=  (A-6) 

 2
iv nvK Cω=  (A-7) 

 
In this paper, the PI controllers of both current and 

voltage control loops are designed by using (A-3), (A-4), 
(A-6), and (A-7). It can be seen that the controllers depend 
on the system parameters, damping ratio ζi and ζv , the 
bandwidths of current loop ωni , and voltage loop ωnv. The 
PI parameters in Table 1 of Section 5 (conventional 
method) are designed by selecting ζv=0.8, ζi=0.8, ωni = 800 
rad/s, ωnv = 80 rad/s, and Vdc = 35 V. 
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