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Abstract: The completion of the Human Genome Project that

identified all 3 billion base pairs in the human genome can be

seen as a step towards understanding the relay of information

and intention within an organism, or in other words, the lan-

guage of life. The faculty of human language, key to differen-

tiating humans from other animate species, works for convey-

ing information to others by mapping meaning to sound based

on syntactic structures. This resemblance between life and lan-

guage has not gone unnoticed; the literature on RNA trans-

cription and translation research regularly uses linguistic met-

aphors and the biolinguistic perspective of language has also

been studied. By examining the biological characteristics of

language and the linguistic characteristics of life, this study

aims to identify key mechanisms shared between the two sys-

tems in order to promote a stronger connection between them.

It furthers this goal by pointing out two general messages to

which these mechanisms aim, productivity and accuracy, and

discovers what lesson these messages give to a human soci-

ety geared for sustainability.

Keywords: Cellese, Humanese, Generative grammar, Projec-

tion, Recursion, Filtering, Sustainability

1. INTRODUCTION

In both linguistics and biology, sporadic yet meaningful attempts

have been made to address parallels between biological and lin-

guistic phenomena, recognizing the need for linguistic analyses

of biological processes [1-5] and for analysis of human lang-

uage as an example of a natural organism [6-10]. In The Lang-

uage Instinct, for instance, Pinker observes the similarity bet-

ween language systems and genetic systems across the rela-

tionship between components and combinations, the methods

of combination, and the systems of communication. “In a discrete

combinatorial system like language, there can be an unlimited

number of completely distinct combinations with an infinite

range of properties. Another noteworthy discrete combinatorial

system in the natural world is the genetic code in DNA, where

four kinds of nucleotides are combined into 64 kinds of codons,

and the codons can be strung into an unlimited number of dif-

ferent genes. Many biologists have capitalized on the close pa-

rallel between the principles of genetic combination and the

principles of grammatical combination. In the technical lang-

uage of genetics, sequences of DNA are said to contain “let-

ters” and “punctuation”; may be “palindromic,” “meaningless” or

“synonymous” are “transcribed” and ‘translated” and are even

stored “libraries.”” [11].

A great deal of work has been done to find linguistic organiz-

ation in macromolecular structures and biological sequences

and to use the framework from modern linguistics to describe

biological phenomena [12-14]. The existing literature on the

striking resemblance between two disparate disciplines has
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identified the need to research such resemblance, pointing out

conceptual units or entities of linguistics that can be observed

in biological phenomena. This study focuses on the fundam-

ental characteristics, rather than matching entities, shared by

these two systems: how both systems produce a virtually infi-

nite variety of outputs and how information is processed under

the requirement of accuracy to produce legitimate outputs in the

systems. Based on these findings, this study extends the key

features of effective communication that have led to the sustain-

ability of the two systems across time and space to the other

system, society. In a society where addressing issues of sustain-

ability is becoming increasingly urgent, these systems, having

respectively demonstrated remarkable strength, can be a reso-

urce in deriving strategies for its sustainability. This study makes

no effort to be a comprehensive attempt to cover all relevant is-

sues, but is rather an interdisciplinary attempt to seek implica-

tions for one of the most important questions of human exist-

ence in formulating strategies for sustainability through an exa-

mination of the language of life and the life of language.

2. ANALOGIES BETWEEN LIFE AND LANGUAGE

Approaches beyond those that are purely biological and chem-

ical are valid and even necessary in order to understand biolo-

gical information and information processing systems [1]. This

section examines how linguistics, a field that analyzes signs,

symbols, and their structure and meaning, can be employed as

something more than just a metaphor to understand informa-

tion processing systems in living organisms. The rich producti-

vity of the biological system with very limited resources shows

significant parallels to the way in which humans produce lang-

uage from a finite set of resources to a virtually infinite array

of discrete expressions. We also compare the modes in which

information is conveyed in the biological process of trans-

cription and translation with the way to project features of the

head of a linguistic unit in individual languages to its maximal

projection.

2.1. Productivity with Unlimited Expressive Power

Shortly after Watson and Crick’s discovery of the DNA double

helix in 1953, a revolutionary proposal was made in the field

of linguistics which assumed an innate language ability endo-

wed uniquely to human [15-18].1 Generative grammar, led by

Noam Chomsky, is based on the observation that a seemingly

infinite variety of language expressions is produced by finite

resources from finite experience. For this school of thought,

language is viewed as a natural object analogous to a body

organ. Langauge cannot be taught to children, any more than

children are taught to grow hair. There can be no conscious

learning procedures for our first language just as we do not con-

sciously study how to walk. One of the most important analogy

points between biology and linguistics from a generative gram-

marian’s perspective comes from the fact that both human lan-

guages and biological objects are hierarchical, generative, rec-

ursive, and virtually limitless with respect to their scope of

expression [8].

As language is an infinitely productive system, a human be-

ing can produce and understand sentences he/she has never

heard before. There are two crucial points to be noted here with

respect to the infinity of language: finite resources and finite

experience. Humans have an innate language ability hard-wired

into our brains by our genes. This ability, the so-called ‘Uni-

versal Grammar’, enables humans to master languages despite

paucity of experience. Despite their limited exposure to only a

small variety of sentences, children reach a stage where they

can produce and understand a virtually infinite number of sen-

tences with immense variety thanks to the existence of the bio-

logical capacity of humans, or ‘the faculty of language,’2 which

allows them to readily master any human language without

explicit instruction [8].

The next point to discuss with respect to the limitless expres-

sive power of language is concerned with finite resources. A

particular human language consists of words from a lexicon

and computational operations (i.e., rules such as Merge, Copy)

to construct expressions (i.e., legitimate output or grammatical

sentences). As illustrated in Fig. 1, a computational system

exists in the faculty of human language which takes words

1There have been many different phases in the development of generative grammar. From 1960-1980, it was called Standard Theory, and then
Government and Binding Theory was the main theme of generative grammarians through to the mid-nineties. Since 1995, the theory of generative
grammar has been called the Minimalist program. It claims there are three factors that enter into the growth and development of language [18]:
Genetic Endowment, External data, and Principles that are not specific to the organ under investigation and may be organism-independent. In this
study, we adhere to the on-going philosophy of generative grammar – i.e., existence of Universal Grammar (UG) as the innate ability of human
beings and infinite outputs from finite resources in human language.
2The faculty of language is further classified into two categories [8]: the faculty of language in a broad sense (FLB) and the faculty of language in
a narrow sense (FLN). FLB is combined with the ‘sensory-motor’ system and ‘conceptual-international’ system. FLN, a component of FLB, is the
abstract linguistic system whose main component is a computational system. This computational system (syntax) generates internal representa-
tions of language and also performs a mapping function for these internal representations to the conceptual-intentional interface (semantics) and to
the sensory-motor interface (phonology).
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from the lexicon and starts building structures by employing

syntactic operations to produce bigger units such as phrases,

clauses, and sentences. From its inception, Chomskyan genera-

tive grammar has assumed that the most elementary property

of language lies in its discrete infinity, consisting of objects org-

anized in a hierarchical way. Human language’s recursion pro-

perty based on the hierarchical structure is a fundamental cha-

racteristic of the human language faculty which distinguishes

humans from other organisms [8]. For example, consider the

two PS (phrase structure) rules in Fig. 2: (a) states that NP con-

sists of D, N and PP (NP → D N PP), where NP stands for noun

phrase, D for determiner, N for noun and PP for prepositional

phrase; in (b), PP consists of P and NP (PP → P NP), where P

stands for preposition. If we apply these two PS rules in a rec-

ursive fashion in such a way that an output of (a) becomes an

input to (b), then this PP can again become an input to (a) pro-

ducing another NP. These two rules can repeat endlessly as illus-

trated in (c) in Fig. 2. This recursion property accounts at least

partially for the infinite nature of human language. There are

no limits on what we can talk about. There is neither a longest

sentence nor a non-arbitrary upper bound to sentence length [8].3

In sum, the fact that a seemingly infinite variety of language

expressions is produced by finite resources from finite experi-

ence is a primary feature of human language. This natural gen-

etic productivity is absent in inanimate nature and therefore re-

presents a core capability of life.

In biological systems, there are very limited biological res-

ources to keep and convey the variety of genetic information.

Only four kinds of nucleotides in DNA or RNA are used to

store the genetic information for the sequence of proteins com-

posed of 20 kinds of amino acids. When considering, as an ex-

ample, the method to assign a small protein with 50 amino acids

(in general, a protein has 50~2,000 amino acids), 2050 (equals 1.1

×1065) different proteins can be addressed by the combination

3In this sense, language is analogous to natural numbers [8].

Fig. 1. Schematization of syntactic processes of human language based on generative grammarians’ perspective: a computational compon-

ent takes words from the lexicon and starts building structures by employing computational operations (Merge, Copy) to produce bigger

units such as phrases, clauses and sentences.

Fig. 2. Example of Recursion: if (a) and (b) are applied recursively, virtually endless output can be produced as in illustrated in (c).
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of 150 (3×50) nucleotides made of only 4 kinds (A, G, T, and

C). Furthermore, since there are multiple different codons that

match with the same single amino acid, more flexibility is given

to the usage of nucleotides. This way of expressing limitless

products with extremely limited resources is an immensely pro-

ductive process. Additionally, not only the sequences of pro-

teins but the post-translational modifications of proteins inclu-

ding protein cleavages, S-S bonds, glycosylation, and the 2- or

3-dimensional structures of proteins endow more flexibility to

a cell to make more proteins correctly by using limited resour-

ces. As lexical items and grammar rules can be used multiple

times in producing sentences, the same gene product may be

used multiple times in different cells at different times [6].

2.2. Accuracy in Information Conveying

Since the discovery of the double helix in the 1950s, the gene-

tic information carrying system has been described using bor-

rowed terminology from linguistics. According to one view [1,

2], “cellese,” the language of cells that is used to record, exp-

ress, and induce genetic progress within cells, exhibits more

than coincidental similarity to humanese; there is a systematic

pattern that can be detected from the similarity of the two lan-

guages. For this view, letters in human language can be com-

pared to 4 nucleotides (or 20 amino acids) in cellese, words to

structural genes (or polypeptides), and strings of words to sets

of genes as illustrated in Table 1.4 The application of the gram-

matical rules of human languages to produce legitimate outputs

works in the same fashion as the transcription and translation

of the genetic information in cells. Yet, questions arise when

we consider what the outputs of grammatical rule applications

are. This needs to be compared to a somewhat recent biological

perspective which argues that the largest parts of the genome

do not code for proteins but serve as regulatory elements [19].

Theoretically, infinite sentences that we, humans, can produce

are not the combination of rules/constraints but their realiza-

tion employing lexical items. In this respect, we need to distin-

guish rules that are used to convey genetic information and

outputs of the application of the rules [4].5 This study considers

proteins, not sets of genes, as outputs of information conveying

rule applications in organisms [4].6

Let us consider the Central Dogma. ‘Transcribing genetic

information from DNA to RNA’ and ‘translating it from RNA

to proteins in a systematic way’ are clear indications of parallels

between human and cell languages. In human language, infor-

Table 1. Comparison between human and cell languages [1]

Human Language Cell Language

1. Alphabet (L) Letters 4 Nucleotides (or 20 amino acids)

2. Lexicon (W) Words Structural genes (or polypeptides)

3. Sentences (S) Strings of words Sets of genes expressed coordinately in space and time under the control of 

spatiotemporal genes

4. Grammar (G) Rules of sentence formation Laws of chemistry and physics of nucleic acids that determine the folding 

patterns of DNA according to nucleotide sequences and microenvironmental 

conditions. Only a small subset of grammatically folded (hence syntactically 

correct) chromatin structures is selected by evolution and hence carry genetic 

(i.e., semantic) information. 

5. Phonetics (P) Physiologic structures and

processes underlying phonation,

audition, and interpretation

Conformational dynamics of DNA that enables the expression of genetic 

information through input of free energy via protein binding and/or ATP-

dependent super coiling of DNA

6. Semantics (M) Meaning of words and sentences Gene-directed cell processes driven by conformons and intracellular dissipative 

structures (IDSs)

4This approach later expands its analogy to proteinese whose function is to make a judgment [2]. Cellese consists of 5 sub-languages: DNese
(DNA language), RNese (RNA language), proteinese (Protein language), metabolese (Metabolite language), and intercellese (Intercellular
language).
5Modifying Ji’s analogy [1], somewhat different parallels in the hierarchical level has been made [4]: folded polypeptides behave like phrases in
humanese and protein networks are considered as human speech, which is defined as an ordered set of utterances forming a coherent unit in
communication. This reasoning is based on their size; as the size of the set of utterances varies, so does the size of proteins.
6As we have seen, applying linguistics to analyze biological sequences and information carrying systems, such as those related to DNA, RNA, and
amino acids, begins with looking at the structure of DNA using linguistic concepts. Previous work has agreed on the first step of analogy between
linguistics and biology where nucleotides, which are the design feature that forms DNA, follow the same pattern of the basic unit of human
language. There have been debates on which units of human language nucleotides are analogous to, i.e., distinctive features, phonemes,
morphemes, or words. In this study, we do not go into the detailed matching between biological units and linguistic units. Rather, we focus more
on the phenomena where the pattern of nucleotide sequence in DNA demonstrates that the structure and function of DNA has a systemic
resemblance to the sentence structure of language, namely its syntactic process.
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mation of the head is projected to its phrase and becomes a base

to build a sentence as genetic information of DNA is transcri-

bed to RNA. For instance, features of a head V (verb) are pro-

jected to a VP (verb phrase) and need to be fully realized in VP.

Features of a head V include the number of arguments it requi-

res, the structural Case it checks, and the semantic requirements

for its arguments as represented in Fig. 3.7 In other words, as the

promoter regions of DNA share the same role and structure,

the head of the phrase structure of language shares its features

with its projections; a promoter initiates transcription of a parti-

cular gene, and a property of a head is projected to its structure.

Considering amino acids in cellese as a counterpart of words

in humanese, this study assumes the overview of the analogy

between humanese and cellese in Table 2 and discloses the me-

chanism that both share when they function properly. At each

phase in Table 2, information processing is the most important

factor where productivity of information and its accuracy sus-

tain the dynamism of human language and biological pheno-

mena. This high degree of commonality between biological and

linguistic information processing mechanisms highlights the

role of communication in these phenomena.

3. MESSAGES TO A SUSTAINABLE SOCIETY

This study notes that human language and biological phenom-

ena both achieved sustainability by active communication within

each system. It identifies two commonalities that enable the

sustainability of a system. Defining these two commonalities

as an essence of sustainable life, this section discusses how they

can be extended to human societies.

The first commonality that gives a message to a sustainable

society is “productivity” based on information recycling. Hu-

man language can create an infinite number of sentences based

on a finite number of grammar rules due to the property of rec-

ursion [8]. In fact, recycling in the base system, which enables

productive communication among modules, distinguishes hu-

man language from other communication systems found in ani-

mal behavior. This property plays a key role in biological phe-

nomena as well, in the recycling of information within DNA.

RNA, the messenger of important genetic information, does not

get immediately destroyed after it serves its purpose of expre-

ssing a protein. It is retained for a certain period to be reused as

a mold for information to create the same protein. The produc-

tivity of two systems, based on the role of recursion in lang-

uage and recycling in life, can find applications in building a

strategy for a sustainable society.

The second commonality is the accuracy strategy in each

module of organizations. The central dogma of cell biology ex-

plains how genetic information produces materials required for

life. When an RNA becomes mistranslated and the cell synthe-

sizes an incorrect protein as a result, the cell’s protease imme-

diately breaks down the protein. This monitoring function of a

cell is also found in the transcription process; when an RNA

does not accurately contain the genetic information of the DNA

or when an external factor such as a viral infection causes the

cell to produce RNAs regardless of what the cell’s DNA codes

for, RNA-degrading enzymes break down the RNA to filter out

wrong information. The role of promoters and enhancers, or

transcription factors in RNA transcription and the steps in RNA

processing such as splicing also follow the same mechanism as

the processes of filtering in language production. In gene level

processing, the accuracy of conveying genetic information is

based on the universal physical/chemical rule of thumb, thermo-

Fig. 3. X'-Theory: (a) represents the basic patterns of X'-Theory that

is employed for constructing phrases in generative grammar.  X, Y,

and Z in (a) are arbitrary variables that stand for heads such as N

(oun), V(erb), A(djective) etc. XP, YP, WP, and ZP are maximal

projections whose heads are X, Y, W, and Z respectively. (b) is one

example of phrase structures where X is V. Features of the head V is

projected to its maximal projection, VP: the internal argument (ob-

ject, Mary) of the head V (kiss) is realized as its sister in its maxi-

mal projection (VP) and the external argument (subject, John) of V

is in the specifier positon in VP.  The syntactic requirements of the

head V (kiss) are satisfied in VP.

Table 2. Analogy of information conveying modules

Human Language Cell Language

Lexicon Words (Heads) 20 amino acids 

(Nucleotide)

Computational

operations

Copy, Merge Transcribe, Translate, 

Elongation

Outputs Sentences Proteins

Filters Linguistic Constraints Splicing, Cleavage, 

Bonds

7Case refers to the morphology that is associated with grammatical relations representing how an NP is functioning in the sentence syntactically.
For instance, the Nominative Case is found with subjects, and the Accusative Case, found with objects, informally speaking.
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dynamics. Paring two nucleotides is very specific (A-G and T-C

or U-C), satisfying thermodynamically the most stable binding.

This prevents and filters the mismatch of two nucleotides that

often causes lethal results in DNA replication, in RNA trans-

cription, and in the translation process in production of the final

output, proteins. Human language can also be defined as an in-

formation conveying system in which basic modules are com-

bined and transformed to create meaning and sound. In the pro-

cess of computing human language, no rules would work un-

less the process satisfies the given constraints. If trials violating

constraints occur, they crash immediately and will not be able

to reach its spell-out stage as a legitimate output. This sort of

filtering mechanism ensures that incorrect mapping from mean-

ing to sound is filtered, and that optimal balance is reached bet-

ween meaning and sound. The accuracy strategy in these two

distinct systems investigated in this study can be applied to

human societies for information balancing to formulate a sus-

tainable model.

4. CONCLUDING REMARKS

Acknowledging similarities between the human language sys-

tem and central dogma of biological systems, this research inv-

estigated specific structural properties that these two systems

share, discovering the key message for maintaining their sus-

tainability. Communication appears as key for their sustain-

ability, whose main function is conveying information among

various modules of each system productively and accurately.

Living entities on Earth, including humans have been able to

survive for several billion years based on well-organized infor-

mation conveying systems, maintaining their internal homeo-

stasis, reproduction, growth and development. Thanks to these

communication systems, they have been able to cope with the

dynamic external environment around them. Genetic informa-

tion is processed in ways that show remarkable similarity to the

linguistics concepts of feature projection, recursion, and condi-

tion-based filtering; thus, the tools of analysis for generative

grammar, which analyze the way in which humans produce

language, can be compared to the tools of analysis for genetic

information processing. This study aims to go beyond accom-

plishments of the existing literature in identifying broad simil-

arities between the two fields and suggests that accuracy of

processing from the filtering mechanism and dynamic produc-

tivity from the recycling mechanism demonstrated in these two

systems should be applied to other aspects of human existence,

in particular for sustainability of society.
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