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I. INTRODUCTION 
 

Nowadays, Internet users are no longer simply considered 

consumers of information; they are also believed to be 

active sources that generate a large volume of data online. 

Consequently, the amount and the diversity of information 

on the Internet increase exponentially. The whole body of 

information that confronts the users online can cost them 

more time and effort without any guarantee of finding what 

they are looking for. Aiming to solve these problems, 

researchers in academia and/or industries have suggested the 

use of recommender systems [1] that overcome the 

information overload by facilitating search and access to 

information, thereby providing users with relevant items 

in the shortest possible time. In this context, items can be 

of any kind, namely, a movie to watch, a soundtrack to 

listen to, or a webpage to visit. Among the widely-proposed 

recommendation techniques, content-based filtering [2, 3] 

and collaborative filtering [4, 5] have been the most widely 

used in the literature [6]. Content-based filtering is done 

under the assumption that users’ future preferences are 

similar to their past preferences, while collaborative filtering 

is done under the assumption that if two users had similar 

preferences in the past, they will have similar preferences in 

the future. Between the two, collaborative filtering is more 

widely used and therefore, attracts more interest from 

researchers [7, 8]. Collaborative filtering techniques are 

rating-oriented and involve the participation of a large 

number of users who provide fewer ratings than the items 

they consume. Taking this into consideration, questions such 

as how to alleviate the data sparsity while increasing the 

recommendation accuracy are the main concerns in the 

related work. 

Recently, some approaches considering factors outside 
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Abstract 

Movie ratings are crucial for recommendation engines that track the behavior of all users and utilize the information to 

suggest items the users might like. It is intuitively appealing that information about the viewing preferences in terms of movie 

genres is sufficient for predicting a genre of an unlabeled movie. In order to predict movie genres, we treat ratings as a feature 

vector, apply a Bernoulli event model to estimate the likelihood of a movie being assigned a certain genre, and evaluate the 

posterior probability of the genre of a given movie by using the Bayes rule. The goal of the proposed technique is to 

efficiently use movie ratings for the task of predicting movie genres. In our approach, we attempted to answer the question: 

“Given the set of users who watched a movie, is it possible to predict the genre of a movie on the basis of its ratings?” The 

simulation results with MovieLens 1M data demonstrated the efficiency and accuracy of the proposed technique, achieving an 

83.8% prediction rate for exact prediction and 84.8% when including correlated genres.  

 

Index Terms: Item category prediction, Multivariate Bernoulli event model, Naive Bayes classification 

 

Open Access 

 



J. lnf. Commun. Converg. Eng. 15(1): 43-48, Mar. 2017 

http://doi.org/10.6109/jicce.2017.15.1.43 44 

users’ ratings have been proposed in the literature [9]. Since 

recommender systems can naturally be applied in various 

fields where items are categorized, their associated datasets 

provide not only user ratings but also item categories. On 

the basis of this information, many recommender system 

extensions have been created. 

In this paper, we propose a movie genre prediction model 

based on user ratings. We apply a multivariate Bernoulli 

model to estimate likelihoods that are used in the naïve 

Bayes rule to predict movie genres. We also calculate the 

genre correlations to check whether an incorrectly predicted 

genre is correlated with the correctly predicted one. In 

general, a recommender predicting an item’s category is 

important in that it can complement the item’s categories 

assigned by a human expert (i.e., a movie director), thereby 

increasing user satisfaction by providing surprising 

recommendations. 

The proposed approach involves predicting movie’ genre 

information on the basis of users’ feedback, namely users’ 

perception of the content genre information. 

The remainder of this paper is organized as follows: 

Section II presents the literature review related to item-

genre information. In Section III, we describe the data 

model and the mechanism of the proposed approach. 

Section IV contains the performance studies. In Section V, 

we elaborate on the results and discuss our future work. 

Finally, in Section VI, we summarize our work. 

 

 

II. RELATED WORK 
 

A considerable amount of research related to item content 

genres or categories has been conducted in the past. 

One study proposed a movie recommender system that 

enhances the accuracy and overcomes the traditional 

recommendation by factorizing the user-genre matrix 

instead of the user-item matrix [10]. The factorized user-

genre matrix model was used for discovering latent factors 

from genres in order to enrich user profiles. In [11], content-

based filtering utilizing user category-based filtering was 

proposed to overcome one of the major issues of 

recommender systems termed as item cold start. Item cold 

start refers to new items that have not received sufficient 

feedback from users and thus, could decrease the accuracy 

of the recommendation. Another example of category-based 

recommendation is proposed in [12], where the authors 

presented a framework called the semantic enhanced 

personalizer for overcoming recommender system problems 

such as cold start and sparsity. The authors in [13] proposed 

a recommender system approach that uses genre information 

to address not only the coverage of the recommender system 

algorithms but also the redundancy. Most of the related 

works focus on designing a new approach to identify 

similarities between users, while the prediction of movie 

genres remains understudied to the best of our knowledge. 

However, it could play an important role in recommending 

novel items to a user.  

 

 

III. BERNOULLI EVENT MODEL 
 

The proposed method applies the well-known 

multivariate Bernoulli model for calculating the conditional 

probability of a movie being of a particular genre. To 

describe our idea clearly, we initially give some definitions 

used in this paper: User set: U, movie set: M, genre set: G, 

and rating set: R. 

A movie 𝑚 ∈ 𝑀  is characterized by a binary feature 

vector, whose components are set to 1 if the corresponding 

user 𝑢 rated the movie 𝑚; otherwise, these components 

are set to zero.  

 

𝑣𝑢,𝑚 = {
1, if 𝑢 rated movie 𝑚 
0,         otherwise.                

           (1) 

                                          

With such a movie representation, we make the 

assumption that user ratings are independent. Then, the 

probability of a movie 𝑚  being given its genre 𝑔  is 

computed as the product of the user probabilities of the 

movie attribute values over all the user perceptions of genre 

information as follows: 

 

𝑃(𝑚|𝑔) = ∏ 𝑃(𝑢|𝑔)𝑣𝑢,𝑚

 

𝑢∈𝑈

(1 − 𝑃(𝑢|𝑔))
1−𝑣𝑢,𝑚

.   (2) 

 

A movie can be seen as a collection of multiple 

independent Bernoulli experiments, one for each user in the 

user set 𝑈 with the probabilities for each of these user 

events defined by each component 𝑃(𝑢|𝑔), i.e., the user’s 

preferences towards genre 𝑔.  

Rewriting (2) slightly differently, we obtain the following: 

 

𝑃(𝑚|𝑔) = ∏ 𝑃(𝑢|𝑔)𝑣𝑢,𝑚

 

𝑢∈𝑈

∏ 𝑄(𝑢|𝑔)1−𝑣𝑢,𝑚

 

𝑢∈𝑈

, (3) 

 

where 𝑄(𝑢|𝑔) = 1 − 𝑃(𝑢|𝑔)  denotes the probability of 

not rating a movie of genre 𝑔. The first product represents 

the product of the user preferences and covers all users who 

rated a movie. Higher values of 𝑃(𝑢|𝑔) result in a greater 

value of the product. The second product represents the 

product of the users’ dislike towards a genre and covers all 

users who did not rate the movie. Greater values of 𝑄(𝑢|𝑔) 

result in a greater value of the product. In other words, 

𝑃(𝑚|𝑔) is greater if users who like genre 𝑔  rated the 

movie 𝑚  or they did not rate the movie 𝑚  and they 

disliked genre 𝑔. 
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With a large number of users, the product (2) decreases 

quickly to zero. Thus, to address this underflow problem, we 

use the following log transformation: 

 

log(𝑃(𝑚|𝑔)) = ∑ 𝑣𝑢,𝑚 log (
𝑃(𝑢|𝑔)

1 − 𝑃(𝑢|𝑔)
)

 

𝑢∈𝑈

 

+ ∑ log(1 − 𝑃(𝑢|𝑔)).

 

𝑢∈𝑈

        (4) 

  

The last sum on the right-hand side can be precomputed, 

and the first term ranges only over the users that rate the 

current movie 𝑚, i.e., 𝑣𝑢,𝑚 = 1. 

The probability 𝑃(𝑢|𝑔)  defines the user preferences 

towards different genres and can be estimated as follows: 

 

𝑃(𝑢|𝑔) =
1 + ∑ 𝑣𝑢,𝑚

 
𝑚∈𝑀 𝑃(𝑔|𝑚)

|𝑈| + ∑ 𝑃(𝑔|𝑚) 
𝑚∈𝑀 

.          (5) 

 

Eq. (5) describes the probability that given the genre 𝑔, 

user 𝑢 rates a movie of this genre. The probability 𝑃(𝑔|𝑚) 

is 1 if 𝑚 is marked as genre 𝑔; otherwise, it is 0. If 

movie  𝑚  simultaneously belongs to 𝑁  genres, the 

probability of 1/𝑁 is assigned. Eq. (5) involves taking a 

sum over 𝑣𝑢,𝑚 ⋅ 𝑃(𝑔|𝑚) , if a user 𝑢  did not rate any 

movies of a genre 𝑔  then the whole sum 

∑ 𝑣𝑢,𝑚
 
𝑚∈𝑀 𝑃(𝑔|𝑚) is zero. However, just because a user 

does not watch a movie of a particular genre 𝑔 in the 

training dataset does not mean that she cannot watch any 

movie of that genre. Even if user 𝑢 did not rate a movie of 

genre 𝐺 = 𝑔 in the training set, we would still like to have 

𝑃(𝑢|𝑔) > 0 at it can appear during testing. Taking into 

account that probabilities must sum to 1, if users who did 

not rate a movie have probabilities near zero, then those 

users who watch must have higher probabilities. One 

efficient way to alleviate this problem, called the zero-

probability problem, is to remove a small amount of 

probability allocated to those users who watched the movie 

in the genre and distribute this across those users who did 

not watch the movie. To this end, we use Laplace’s law of 

succession [14] and add a count of one to each user type in 

the numerator. The denominator is increased to take into 

account the |𝑈| extra users arising from the “add 1” term, 

assuring that the probabilities are still normalized.  

Given Eq. (5), 𝑃(𝑚|𝑔) is evaluated on the basis of the 

movies in the training dataset, and then, the prediction of a 

movie 𝑚 into genre 𝑔 is computed on the basis of the 

posterior probability of each genre given the evidence of the 

test movie, and selecting the genre 𝑔  with the highest 

probability according to Bayes' rule as follows: 

 

𝑃(𝑔|𝑚) =
𝑃(𝑚|𝑔) ∙ 𝑃(𝑔)

𝑃(𝑚)
 ,                        (6) 

                           

where the prior probability is computed by simply counting 

the number of a movie within genre 𝑔  over the total 

number of movies: 

 

𝑃(𝑔) =
∑ 𝑃(𝑔|𝑚) 

𝑚∈𝑀

|𝑀|
 .                            (7) 

 

To avoid the underflow problem, the prediction of a 

movie genre is performed in the log scale, as follows: 

 

�̂� = arg max
𝑔

[∑ 𝑣𝑢,𝑚 log (
𝑃(𝑢|𝑔)

1 − 𝑃(𝑢|𝑔)
)

 

𝑢∈𝑈

 

+ ∑ log(1 − 𝑃(𝑢|𝑔))

 

𝑢∈𝑈

+ log ( ∑ 𝑃(𝑔|𝑚)

 

𝑚∈𝑀

)].  (8) 

 

Here, we omit −log (𝑃(𝑚)) and − log |𝑀| as they do not 

depend on 𝑔. 

 

 

IV. EXPERIMENTAL RESULTS 
 

A. Dataset 
 

We performed our experiments on the MovieLens 1M 

dataset [15], which contains 3,942 movies, 6,040 users, and 

approximately 1 million ratings that range from 1 to 5. After 

preprocessing and removing movies that did not have any 

ratings, we kept 3,706 movies, having a total of 1,000,209 

ratings. Then, 18 movie genres were selected and each 

movie was assigned to at least one genre by movie experts. 

We carried out the experiment by dividing the dataset into 

two, a training set and a test set. During the training phase, 

rows of the genre matrix and columns in the rating matrix 

that correspond to the testing set were removed. Thus, the 

users’ preference models were built using only a portion of 

the available rated items with the known genres selected for 

testing. 

 

B. Evaluation 
 

In this section, we demonstrate the correctness of the 

hypothesis that user preferences can be used for predicting 

movie genres. 

Movies were selected randomly in both of our training 

and testing approaches. To test the prediction accuracy of 

the proposed approach, we used {1%, 5%, 10%, …, 75%, 

80%} portions of the whole set as the training set. As for the 

testing set, we always kept it fixed at 20% of the whole 

dataset. None of the items of the testing dataset were 

included in the training. For every training size, we repeated 

the process of randomly selecting training samples 100 
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times. The prediction was considered to be successful if the 

predicted genre belonged to the set of true genres. Fig. 1 

shows portions of movies with 1, 2, 3, 4, and 5 genres. Half 

of all the movies were assigned to only one genre. 

When the prediction was incorrect, we checked whether 

the incorrectly predicted genre correlated with the true 

movie’s genre. If it was correlated (𝑐𝑜𝑟 > 0.1) , we 

accepted this prediction as a prediction of a similar genre. 

Fig. 2 shows the covariance matrix estimated for the genres. 

The red dots represent the correlated genres. 

 

 

 
Number of genres 

Fig. 1. Estimated probability of the number of genres per movie i.e. 50% 

of movies are assigned only one genre. 
 
 

 
Fig. 2. Genre covariance matrix. 

 

Table 1. Prediction rate 

 Exact prediction Including correlated genres 

Prior 24.12  1.3 24.12  1.3 

r = 1 71.70  1.5 73.04  1.4 

r = 2 73.40  1.4 75.20  1.4 

r = 3 79.50  1.3 81.30  1.3 

r = 4 79.80  1.4 81.20  1.4 

r = 5 76.00  1.4 78.20  1.4 

Combined 83.80  1.3 84.80  1.4 

 
Fig. 3. Prediction accuracy based on rating 𝑟 = 1. 

 

 
Fig. 4. Prediction accuracy based on rating 𝑟 = 2. 

 

 
Fig. 5. Prediction accuracy based on rating 𝑟 = 3. 

 

 
Fig. 6. Prediction accuracy based on rating 𝑟 = 4. 

 

The plots in Figs. 3–7 indicate that our movie category 

prediction based on the Bayesian model presented in 

Section III was effective in predicting genres based on all 

the ratings. With an increase in the size of the training  
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Fig. 7. Prediction accuracy based on rating 𝑟 = 5. 

 

dataset, the prediction accuracy increased. Table 1 presents 

the prediction accuracy when 80% of the whole dataset was 

used for the training. The results show that both rating r = 3 

and r = 4 produced higher accuracy values as they were the 

most frequently given ratings. The prediction accuracy rate 

for genres with the correlated genres included was always 

higher than the exact prediction rating for all of the ratings 

because the algorithm referred to the covariance matrix (Fig. 

2) to check whether the incorrectly predicted genre was 

correlated to one of the true genres, and thus, the set of 

correct genres was enlarged. 

It is interesting to note that for rating r = 3, only 10% of 

the data used for training was sufficient to achieve a 70% 

prediction accuracy. 

The next was to combine all the ratings, and see whether 

a better accuracy could be achieved. To predict a genre on 

the basis of all the ratings, we simply summed the posterior 

probabilities for all ratings and chose a genre that 

maximized the sum: 

 

�̂� = arg max
𝑔

∑ log (𝑃𝑟(𝑔|𝑚))

 

𝑟∈𝑅

,                 (9) 

 

where the terms in the sum were evaluated combining (4) 

and (6).  

Combining the ratings improved the prediction, achieving 

an 83.8% prediction rate. The results are presented in Fig. 8. 

 

 
V. DISCUSSION 
 

We also compared the prediction accuracy using user 

preferences with a simple prediction based on prior 

probability. The highest prior probability corresponded to 

the genre drama, and hence, all movies were predicted to be 

dramas. The prediction accuracy using only a prior was only 

24.1%. Because the most popular genre (drama) was not 

correlated with any other genres (Fig. 2), the prediction 

including the correlated genres, was equal to the accuracy of 

the exact prediction. As observed from Fig. 8, even taking 

into account the preferences of only 1% of all users, i.e., 60  

 
Fig. 8. Prediction accuracy based on combined ratings. 

 

users, resulted in a prediction accuracy of more than 50%. 

Another interesting observation was the difference 

between the exact prediction accuracy and the prediction 

including the correlated genres. In the case of combined 

ratings (Fig. 8), the difference was smaller than in cases of 

predictions based on each rating separately. This may be 

attributed to the fact that combined ratings contain more 

information about the movies, and thus, the correlation does 

not provide additional information. This effect will be 

investigated in our future work. 

It is clear that user preferences represent a rich source of 

information about movie genres, and in 83.8% of cases, 

users see a movie’s genre just as a movie director labeled it. 

However, in the remaining 16.2% of cases, user perceptions 

did not match the genres assigned by directors. Although 

this could be considered an error in movie genre prediction, 

it can also be interpreted as an advantage of recommender 

systems, as these genres are seen as complementing genres 

and thus, can provide a surprising recommendation. This 

statement, although plausible, requires further study and 

testing. 

 

 

VI. CONCLUSIONS 
 

Over the last decade, movie genre prediction has been 

successfully applied in various domains such as social 

networking, online movie viewing websites, and e-

commerce. Thus far, most of the techniques that have been 

proposed and reported in the literature do not take into 

account the perception of the users about the content genre 

information. In this work, we proposed an approach that 

expands the traditional movie classification algorithms by 

predicting the genre of a movie under evaluation instead of 

using user ratings of the watched movies. This approach can 

be easily generalized from movies to other items and their 

corresponding categories. 

To show the correctness of our approach, we conducted 

an experimental study using the MovieLens 1M dataset. The 

experimental results showed that predicting the genre of a 

movie under evaluation can achieve an accuracy of more 
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than 50% on the basis of only 1% of the training set of the 

users’ combined ratings and of 83.8% when 80% of the 

whole set was taken as the training set. This finding is 

deemed valuable in many applications in practice. For 

instance, it can complement the genres given by experts.  
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