
KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 11, NO. 1, Jan. 2017                                                   1 

Copyright ⓒ2017 KSII 

 
The work was supported by Key Laboratory of Ecology and Energy-saving Study of Dense Habitat (Tongji 
University), Ministry of Education, the Fundamental Research Funds for the Central 

Universities(No.2232015D3-29), the National Natural Science Foundation of China (Nos. 61070032 and 
61300100), Shanghai Natural Science Foundation (Nos. 15ZR1400900 and 16ZR1401100), and Shanghai 
Education Scientific Research Project (No. C160076). 

 
https://doi.org/10.3837/tiis.2017.01.001                                                                                                                     ISSN : 1976-7277 

Energy-Efficient Algorithm for Assigning 
Verification Tasks in Cloud Storage 

 
Guangwei Xu

1
, Zhifeng Sun

1
, Cairong Yan

1*
, Xiujin Shi

1
 and Yue Li

1
 

1 School of Computer Science and Technology, Donghua University 
Shanghai, 201620, China 

[e-mail: gwxu@dhu.edu.cn] 
*Corresponding author: Cairong Yan 

 
Received May 26, 2016; revised October 3, 2016; accepted November 15, 2016;  

published January 31, 2017 

 

 

Abstract 
 

Mobile Cloud Computing has become a promising computing platform. It moves users’ data 

to the centralized large data centers for users’ mobile devices to conveniently access. Since the 

data storage service may not be fully trusted, many public verification algorithms are proposed 

to check the data integrity. However, these algorithms hardly consider the huge computational 

burden for the verifiers with resource-constrained mobile devices to execute the verification 

tasks. We propose an energy-efficient algorithm for assigning verification tasks (EEAVT) to 

optimize the energy consumption and assign the verification tasks by elastic and customizable 

ways. The algorithm prioritizes verification tasks according to the expected finish time of the 

verification, and assigns the number of checked blocks referring to devices’ residual energy 

and available operation time. Theoretical analysis and experiment evaluation show that our 

algorithm not only shortens the verification finish time, but also decreases energy 

consumption, thus improving the efficiency and reliability of the verification. 
 

 

Keywords: Cloud storage, Data integrity verification, Energy-efficient, Assigning 

verification tasks 
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1. Introduction 

In recent years, Mobile Cloud Computing (MCC) has widely been used, which is a 

computing platform for mobile devices such as smart phones, laptops, etc. It is combined with 

cloud computing, mobile computing and wireless networks. With the rapid development of 
devices’ computing power and available resources, more and more applications and services 

(such as games, Webchat, mobile office, version control systems, etc.) are transferred into this 

platform [1]. Mobile cloud storage which is a fundamental service of the MCC expends the 

storage space for the data owners (shorten to owner) to store their data, e.g., contacts, 
calendars, SMS, and Notepad. Hence, although the mobile device is damaged or lost, the data 

stored in cloud storage are still intact and available. Mobile owners easily recover their backup 

data from the remote cloud storage over wireless network. It greatly reduces the risk of data 
loss and corruption [2]. Although the mobile cloud storage brings benefits to owners, it still 

triggers the data integrity threat since owners lose control on their data. Also, an adversary 

storage service provider deliberately hides the data loss or corruption due to its hardware error 
and careless operation. It results in that mobile owners great worry about the data integrity in 

the mobile cloud storage. Thus, the data integrity verification in mobile cloud storage is 

attracting considerable attention [3]. Generally, third party verifiers are requested to execute 

the verification since either side of cloud storage provider (shorten to CSP) or owner could not 
guarantee to provide unbiased results of the verification.  

In real world, cloud-based storage synchronization platforms such as Dropbox for Business 

and Sugarsync, Version Control Systems (VCS) such as Subversion and Concurrent Versions 
System,  enable multiple team members to synchronously access and modify same files on 

cloud servers anywhere anytime [4]. With the wide utilization of smart phones and laptops, 

mobile devices will execute these data’s integrity verification by collaborative operation 

before these data are accessed and modified. However, mobile devices acting as the verifiers 
in the MCC also causes some problems due to their limited energy and available operation 

time. For example, the verification isn’t fully completed within the expiration periods due to 

mobile devices frequently entering or exiting. In this way, the reliability and efficiency of the 
data verification are seriously reduced. 

The current verification schemes [5-13] mainly focus on the data integrity for 

the traditional mode of network access and neglect some potential problems under wireless 
network access. The verifiers seem incredible while they are undertaken by mobile devices, 

since their energy and available operation time are limited. Furthermore, these schemes are 

also incompetent in verification’s flexibility and customizability in terms of the expected 

finish time of the verification related to data characteristics and importance. To meet these 
demands, we propose an energy-efficient algorithm for assigning verification tasks (EEAVT) 

to improve the efficiency and reliability of the data verification. Since an owners’ verification 

request composes of huge volume of checked data, it should be divided into several 
verification tasks each with a certain amount of checked data blocks. Afterward, the algorithm 

chooses multiple mobile verifiers (called a verification group) to execute these verification 

tasks. Finally, each mobile verifier undertakes one verification task according to her residual 
energy and available operation time. In this way, the algorithm can optimize the finish time of 

the verification request and minimize the energy cost in data verification process while these 

energy-limited mobile devices act as the verifiers, and meanwhile achieve credible 

verification results.  
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We organize the paper as follows. In section 2, we briefly summarize current researches on 

the data integrity verification and task assignment. Section3 describes the system model, 
problems and design goals. Section4 describes the task assignment algorithm in detail. Section 

5 analyzes the security of the algorithm. Section 6 evaluates the performance of the proposed 

algorithm by simulations. Finally, we conclude the contributions and present future extension 

in section 7.  

2. Related Work 

Many data verification schemes based on PDP (Provable Data Possession) or POR (Proof Of 

Retrievablity) in recent years have been proposed in [5-9]. These schemes have resolved some 

problems of the data verification in terms of public verification, dynamic data operation, 

blockless verification, privacy protection, batch verification, etc. Recently, Yu et al. [10] 
studied key-exposure resistance in cloud Storage Auditing. Wang et al. [11] improved PDP 

with identity-based distributed in multicloud storage. Yuan et al. [4] allowed multiple cloud 

users to modify owner’s shared data with integrity assurance, and proposed an integrity 
auditing scheme for cloud data sharing services characterized by multiuser modification. 

Ismail et al. [12] adopted a game theoretical analysis to audit a cloud provider’s compliance 

with data backup requirements. Li et al. [13] advised a POR scheme with resource-constrained 
devices in cloud computing. These schemes pay more attention to the accuracy of data 

verification, but seldom concern about the credibility and energy consumption while mobile 

devices act as the verifier. Moreover, they are indifferent to verification’s flexibility and 

customizability.  
In mobile cloud computing, mobile devices’ operation is constrained by computing 

resources and energy. To save the energy, they utilize the task-offloading technology to 

execute the computation tasks. The basic idea of task-offloading is to move the 
computation load to cloud servers with rich resource and powerful energy. In this case, the 

mobile client is only responsible for the light computation tasks. Thus, the computation and 

storage resources of mobile devices are saved to achieve the energy efficiency. Kumar [14] 

designed a basic model of tasks offloading for mobile users to ensure energy efficiency in 
terms of the privacy protection, security, network reliability, and data transmission capacity. 

In order to realize energy-efficient tasks offloading, the designer first needs to decide which 

part of a program is put into the cloud. Shumao [15] proposed a dynamic K+1 division 
algorithm to meet the various constraints where a given application is divided into an 

indissoluble part and K decomposable parts. Wu [16] designed an offloading decision model 

in unavailable network environment. The model solves optimal power problems by 
programming method with graph partitioning technique and utilizes Bayesian decision to 

estimate the current network status. Also, it combines with the bees ABC method to find the 

optimal partition, and saves mobile devices’ energy under unreliable network environment.  

Cloud computing centers can reduce energy consumption by dynamic power management 
(DPM) such as shutting down some free servers temporarily [17], or dynamic voltage and 

frequency scaling (DVFS) such as appropriately reducing servers' performance [18]. Deng[19] 

proposed an energy-aware probabilistic scheduling approach to balance between optimizing 
scheduling length and saving energy in a time–energy–probability constrained multi-task 

uniprocessor system. In the approach, each task execution time follows a probability 

distribution. Kliazovich et al. [20] proposed a network-consciousness energy efficient data 
center task scheduling algorithm (DENS). It selects the most appropriate computation 

resources for each task to minimize the energy consumption of a data center. Subsequently, 
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Kliazovich et al. [21] also proposed a task scheduling algorithm e-STUB which equivalently 

treats tasks' transmission and computation to minimize their cost and balance tasks scheduling 
among several servers. Wang [22] proposed a nested optimization framework based on 

two-stage game in mobile cloud computing system. In the first stage, each mobile device 

determines the offloading task requests. In the second stage, cloud computing platform 

dynamically allocates resources to minimize power consumption and save energy according to 
tasks arrival rate while task service time is limited. Zhang [23] proposed an energy efficient 

transcoding task dispatching algorithm in a media streaming cloud. Considering the service 

delays and energy efficiency, the algorithm utilizes Lyapunov optimization method to satisfy 
the quality of service and minimize the transcoding energy cost. Also, Zhang [24] proposed a 

transcoding strategy of service energy efficient tasks-shedding for green cloud computing. 

With this strategy, delay-sensitive or delay-tolerate transcoding tasks are dispatched to the 
cloud server. In this way, the energy cost of mobile devices is minimized while the response 

delay time is guaranteed. Zhang [25] proposed a mobile cloud optimization framework based 

on random radio channel energy. The framework dynamically configures CPU frequency and 

changes the data transmission rate to decide which mobile application is preferred to be 
executed at the local or in the cloud, and thus saves mobile devices’ energy. 

3. Models and problem statement 

3.1 System model and assumptions 

In the data verification model, there are three entities, i.e., data owner (DO), cloud service 

provider (CSP), a group of verifiers (VG), as shown in Fig. 1. The DO uploads his data and 

corresponding verification tags to CSP. Also, the DO easily accesses these data via the Internet 
after she signs a deal with the CSP for the outsourced data service. The VG is responsible for 

checking these data integrity and reporting the results of data integrity or corruption while the 

DO requests the data verification. In the model, we assume: 1) CSP communicates with VG 
over a secure channel. 2) Verifiers are not absolutely credible since their operation time and 

energy are limited. 3) The number of verifiers in one VG is large enough to meet owners’ 

elastic and customizable verification request. 

 
The verification process comprises three phases, i.e., setup, assigning verification tasks, and 

challenge-response. In setup phase, DO preprocesses data to generate public and private keys, 

initial parameters, verification tag of each block, and finally uploads the data and 

corresponding tags into CSP. In the phase of assigning verification tasks, each verifier in VG 
responses owners’ verification request and is assigned a verification task according to the 

 
Fig. 1.  The verification model of multiple mobile verifiers. 
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limited task finish time, which includes a certain amount of checked blocks. In 

challenge-response phase, each verifier in VG independently challenges the suspicious data 
which consists of some data blocks’ indices and the corresponding random number of each 

block, and then sends them to CSP. After receiving the proofs of data integrity from CSP, VG 

verifies them to judge whether these checked data are intact or corrupted. 

DO’s data are generally divided into many logical blocks and stored in CSP’s servers. We 

utilize a four-tuple to represent owners’ verification request, i.e.,             , where   

is the checked data,   is the number of blocks in the checked data,   is the expected finish 

time, and   is the probability that the verification algorithm can accurately judge the 

verification results, generally      . Let          be the verification task, which   

represents the number of checked blocks in the verification task, and   is the finish time of the 

verification task. Obviously,   and   control the energy consumption of verification tasks. 

Generally speaking, if   is given, the more   is, the greater the energy cost of the verification 

tasks is. If   is a constant, the energy cost of verification tasks increases with the decrease of  . 
The model of verification tasks assignment is shown in Fig. 2, where the verification request 

   is divided into S verification tasks which are assigned to S verifiers. M is divided into   

blocks, and the VG includes   (    and far less than  ) verifiers. Let the number of checked 

blocks in the verification request be   and the  th (       ) verifier be assigned    blocks. If 

the  th verifier is assigned   block in the verification task, we let     . Let the verification 

finish time of    blocks be   . We have      
 
    and                  . Only if the 

total number of blocks    
 
    that is cumulatively checked by   verifiers is greater than or 

equal to the number of blocks in the verification request  , the verification request can be fully 

completed. Moreover,                 means that the maximum value in these data (i.e., 

          ) is taken, and simultaneously the maximum value must be less than or equal to the 

expected finish time  . Otherwise, the verification request cannot be completed within the 

expected finish time. 
On the other hand, for different verification requests, CSP computes and responds the proofs 

of data integrity within a specified response time (  ). Assume L servers in CSP execute the 

verification computation. The operation frequency of the jth (         server is    (   

       ), which is corresponding to the server’s response level of the verification    . 

Let    be the lowest response level, and     be the highest response level. The lowest 

response level    corresponds to the lowest operation frequency of the server’s CPU, and 

represents that the response time of server computing the proof is the longest. In this case, the 

energy consumption of the server is the minimum since its CPU operates at the lowest 

frequency. Similarly, the highest response level     corresponds to the highest operation 
frequency of the server’s CPU, and indicates that the response time of server computing the 

proof is the shortest, and the corresponding server costs the maximum energy as its CPU 

operates at the highest frequency. Let the urgency level of a verification request be  , and 

   . The urgency level     indicats that the server deals with the verification request with 

the response level    . As the cloud computing has 

the high-performance computational capacity, the verification requests can be parallelly 
processed while different verifiers execute the verification tasks. Certainly, each verification 

request corresponding to a specific response level has different delay time. 
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Fig. 2.  The model of assigning verification tasks. 

 

3.2 Problem statement 

For a given verification request, it can be executed by one or several verfiers. In traditional 
verification, the energy-efficient strategy isn’t considered since the permanently powered 

devices undertake these verification tasks. A simple method is to utilize the consistent hashing 

to assign the verification tasks according to verifier's capacity. However, this method doesn’t 
take into account the characteristic of mobile devices and owners' elastic verification needs. 

The mobile devices have the limited energy and operation time. A mobile verifier is assigned 

the verification task which cannot go beyond the verifier’s capability (i.e., energy and 

operation time). Otherwise, it not only wastes the verifier’s computation resources and energy, 
but also cannot finish owners’ verification requests.  

Although mobile verifiers are requested to execute the verification tasks, they may not be 

able to return the verification results within the appointed time since these assigned 
verification tasks aren’t completed due to mobile devices’ limited energy and operation time. 

It greatly decreases the verification efficiency due to the verification failure or unreliable 

verification results. For example, one verifier is performing one verification task of 1000 
blocks. If her residual energy and limited operation time aren’t enough to complete the 

verification task of all these blocks, the verification will fail since the batch of data (1000 

blocks) isn’t fully verified. It not only wastes the verifier‘s computation resources, but also 

causes the unreliable verification results due to the incomplete verification task.  
Moreover, if the verification task is urgent, it must be completed within the expected time. 

For example, a task of 1000 blocks needs to be finished within 5 seconds. Although a verifier 

has enough operation time, she cannot finish the task within the expected time due to her poor 
computation capacity. In the end, the verification fails due to the expire time of the verification 

task. Thus, an allocated verification task cannot go beyond the verifier’s capability.  

To ensure the verification efficiency and reliability, the verification request is divided into 

several verification tasks, and each task is assigned to one mobile verifier. It not only reduces 
energy waste (including the servers and verifiers), but also meets owners’ elastic verification 

request. As both the residual energy and the available operation time of verifiers are different, 

they should be assigned the appropriate verification tasks. Certainly, if a verifier is assigned a 
small number of data blocks which are much less than his capability, his computation 

resources cannot be fully utilized. 

3.3 Design goals 

To save energy cost, the algorithm of assigning verification task should achieve the following 

goals: 

    1) The lower failure rate of verification tasks, i.e., more efficient and more reliable 
verification;  

    2) The elastic verification requests such as the detection rate and the expected finish time of 
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the verification;  

3) Awareness of energy cost, i.e., verification tasks are assigned according to verifiers’ 
residual energy and available operation time. 

4. Algorithm of Assigning Verification Tasks 

4.1 Overview and Symbol Definitions 

To minimize the energy cost and improve the efficiency and reliability of the data verification, 

we design an algorithm EEAVT as shown in Fig. 3. To conveniently describe it, we define 

some notations in Table 1. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3.  The overview of EEAVT. 

 

Table 1. Notations in algorithm 

Notations Description 
   Available operation time of the  th verifier 

   
  CPU power of  the  th verifier in idle state  

   
  CPU delta power of the  th verifier in active state 

   
  Radio transmission power of the  th verifier in idle state 

   
  Radio transmission power of the  th verifier in active state 

       Computation energy cost of the  th verifier 

       Transmission energy cost of the  th verifier 

  
       Verification energy cost of the  th verifier 

  
   
    Computation energy cost of  the  th server 

4.2 Energy Consumption 

The energy cost of mobile verifier mainly consists of CPU energy cost (i.e., verification 

computation) and network transmission energy cost (i.e., the transmission of verification 

challenges and proofs). Both the two energy costs are further divided into dynamic and static 

costs [18]. Let CPU power in idle state (i.e., static power) be   
 , and CPU power in active state 

(i.e. active power) be   
 . The CPU energy cost of the verifier       is expressed as 

 

        
         

          ,                   (1) 

 

where          is the proof verification time of   blocks,           is the proof transmission 
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time of   blocks,         is the proof generation time of   blocks, and       is the sum of 

        ,           and         . Similarly, let the ratio of transmission powers in idle state 

and active state be   
  and   

  respectively. The transmission energy cost of the verifier is 

 

        
         

           .              (2) 
 

We get the total energy of   checked blocks for the verifier by 

 

                    .              (3) 

 

The parameters of the  th verifier in VG are given by         
     

      
     

     , 

where    
     

       
 ,    

     
       

 . The energy cost of the  th verifier is 

  
                        by applying the equation (3). The total energy cost of    

verifiers is         
       

 
   . 

On the other hand, the main energy cost of the servers is the computation load of CPU 

operating the calculation tasks [21-24]. Thus, we focus on the energy cost of the servers 

generating the proofs in the verification. Assume that the CPU fundamental operatation 

frequency of each server is equal to  , which supports the server to maintain basic operations. 

The energy that the server generates the proofs of   blocks costs 

 

                   ,                                (4) 

 

where     is the convex function of CPU operating frequency, and it generally sets     

and      referring to [21-24]. Let the urgency level of verification request be    . 

Applying the equation (4), the computation energy cost of the server is  

 

        
          

       
   .                (5) 

 

Our objective is to minimize the energy cost in the verification while verifiers’ service time 

(or energy) is limited and owners' expected finish time is given. Thus, the problem is 

optimized in mathematics by  

 

                  

                                                   s.t.        
                   

                      
  ,            (6)  

 

where the time of the  th verifier checking    blocks is        .          represents the 

finish time of verification task within the expected finish time.             indicates that 
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the verifier completes the assigned verification task during her available operation time. 

Specifically, the verification tasks               are assigned by 

 

                    

s.t.          

            

             

          
               

  ,       (7) 

 

where    
 and     are the maximum number of assigned blocks in the task within the 

available operation time of the verifier and the expected finish time of the owner respectively. 
 

4.3 Verification Time 
To ensure that each verifier finishes the allocated verification task in device’s operation time, 

we need to estimate verification finish time of checked data blocks, and avoid the verification 
failure due to the excessive verification tasks. In Section 4.2, the verification time consists of 

three parts, i.e., proof generation time, proof verification time and proof transmission time. All 

these time has a linear relationship with the number of checked data blocks. Assume that the 

network bandwidth is stable in the verification process. 

For a given verification algorithm and network bandwidth  , the transmission time is 

               , where     is a function of   checked blocks, and indicates the 
transmission capacity in the verification process. In addition, we provide a parameter as a 

baseline of verifiers’ and servers’ capacities. Let the average energy consumption of CPU in 

idle state and active state be    
  and     

  respectively, and the average running frequency of 

server's CPU be   . We utilize the linear regression analysis to estimate the proof generation 

time   
   

    and the proof verification time   
      . Given the observation samples 

       
   

          , the theoretical regression of the proof verification time and checked 

blocks is represented as   
             , where  ,   and   are unknown. Let     and    

be estimated values of    and    respectively. The estimated regression is expressed as 

   
             . Reffering to the least squares estimation, we let regression coefficients be 

      
             and                      

       
 
         

  
         , where    

 

 
   
 
    and     

       
 

 
   

       
 
   . Correspondingly, the correlation coefficient and 

regression deviation are    
                   

   
     

 
   

         
  

   
             

        
 

 
   

 ,  
  

 
  

 

  
  

   
 and 

  

  
        

respectively. Similarly, we also have    
             . Thus, the verification time of the  th 

verifier checking   blocks is computed by 

 

       
     

   
   

  
 

    
     

     
      

   
     

          ,       (8) 

 

while the operatation frequency of the server is   . 
 

 



10                                             Xu et al.: An Energy-Efficient Algorithm of Verification Tasks Assignment in Cloud Storage 

4.4 Algorithm Description 

Multiple verifies checking the data integrity can greatly improve the efficiency and reliability 
of the verification. However, each verifier's verification operation time and computation 

capacity are different. To reduce energy consumption in the verification, we utilize EEAVT 

that the verification request is divided into several different verification tasks, and each 

verifier is assigned the appropriate number of verification tasks. 

Let the minimum finish time (i.e., verification capability) be   . The expected finish time 

of the owner T should be greater than    to avoid beyond verifier’s capability. Let the 

maximum finish time be   . Also, T should be less than    to take full advantage of a 
verification group. The energy awareness algorithm of assigning blocks is described as 

follows. 

1)      and       mean that the finish time of verification request is very long and 

the verification operation time of the verifier      is long enough to meet the verification 

request. According to    
         

           
      ,      is able to complete the 

verification with the minimum energy consumption while the data block assignment scheme 

is                       ;  
2)       and        mean that the owner’s expected finish time is long enough.      

has insufficient operation time to complete the verification request. Thus, it needs multiple 

verifiers. We have             
      by applying the equation (8). The assigned data 

blocks for      satisfies       
         , where     denotes the least integer greater 

than or equal to the current value. For the  th verifier (    , the number of assigned blocks is 
computed by  

    

   
         

           
    

             

 , 

where          

   
    ,    

         . 

3)            means that the owner’s verification request is very urgent, and it needs 

multiple verifiers to execute the verification. The analysis is similar to 2). 

4)      means that owner's verification request is too harsh to exceed the maximum 

capacity of the verification group. In this case, it either changes owner’s request or increases 

the number of verifiers in VG. 
The process of algorithm is shown in Algorithm 1. 

 

Algorithm 1: Energy Efficient-based Assigning Tasks 

Input：          ,    ,   

Output：              
1: Initialize the blocks assigned to the  th verifier   with 0 and the unassigned blocks   with  . 

2:      

3:  repeat 

4:    if       then        //the  th verifier finishs  task 

5:         
            //the maximum verifiable blocks of the  th verifier 

6:    if      
    

7:         then      
  

8:    else       

9:            
  

10:          

11:  until                  
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Here, lines 1-2 initialize the verification parameters and counter. Lines 4-5 preprocess the 

service time of the  th verifier and compute the maximum verifiable blocks. Lines 6-11 assign 

the appropriate number of checked blocks until no block is left. 

5. Algorithm Analysis 

5.1 Verification Security 

The proposed algorithm should ensure the verification correctness, resiting verification 

spoofing attacks, and preserving data privacy. Our algorithm is based on the homomorphic 
verification technology, which has been proved that it can ensure verification correctness, 

security, and preserving data privacy by many researches [7, 8]. Due to space limitation, we 

don't discuss these issues in this paper. 

 
5.2 Verification Credibility 
 

The credibility of the algorithm not only minimizes the energy cost, but also achieves effective 

verification results. Given the verification request             , and   corrupted blocks 

in   blocks. The corrupted rate of stored data is       . Let the number of checked blocks 

be  . Thus, the detection rate of corrupted data is           
 . For example, let 

        and      , it has       ,      , and        respectively while 

     ,      , and       . Generally speaking, the number of checked blocks is 

large enough while      . Moreover, it enable the verification request to be finished by 

choosing the response level of verification   . Finally, multiple verifiers further ensure that 

the verification tasks can be fully completed. Thus, credible verification results can be 
achieved.  
 

5.2 Verification Cost 
 

There are several methods to minimize the energy cost. The first one is to choose the 
appropriate number of checked blocks since the more number of checked blocks costs much 

energy. The second one is to adjust the expected finish time of verification according to the 

corresponding response level    since more urgent verification request costs more energy in 
the verification.  The last one is to optimize the number of verifiers in VG since more verifiers 

spends more data transmission energy.  

Assume several valid verifiers in VG who can fully complete the allocated verification tasks 

execute the verification. For example, there are   blocks and   verifiers. If the expected 

verification finish time   is long enough for one verifier to finish the verification request, she 

can perform the verification task of all   blocks alone. VG’s energy consumption is   
       

while all blocks are verified by     . In this case, the energy cost is the lowest. If the expected 

finish time   is too short for one verifier to finish the request,   verifiers cooperate on 

executing the verification, i.e., each verifier averagely performs     blocks. In this case, we 

have                  ,         
    

 

 
    

       ,         
  

 

 
 

 
 
    

 
) and       

   
    

 

 
    

        . The range of verification time is            
    

 

 
        

 

 
  

  
    

 

 
     

                  
       , and     . VG’s energy consumption is 
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  while all blocks are verified by   verifiers. In this case, the energy cost is the 

highest. 

6. Experiment Evaluation 

In this section, we evaluate the performance of our algorithm. We choose two servers each 

with Dell PowerEdge R420 (Intel Xeon E5-2403 1.8GHz CPU and 8GB memory) and one 

disk array cabinet with IBMDS3300 (4×1T hard disks) to build a cloud storage platform and 
act as CSP. Verifiers execute the verification on several laptops each equipped with the Intel 

Core Duo 2.4GHz CPU and 4GB memory. The algorithm utilizes Java Pairing-based 

cryptography library. In experiments, to well evaluate experiments, we let the size of test file 
be 4MB, 40MB, and 400MB respectively, and each block length be 4KB, 8KB, and 16 KB 

respectively. For example, the number of blocks is 10,000 while the size of file is 40MB, and 

each block length is 4KB. let     ,      kbps,    ,    ,     ,        , 

                  ,    
     ,    

     ,    
      ,    

       ,     
                , 

    
     

                ,     
               , and     

                 [16]. The test 

results are the average value of 20 tests.  

To evaluate the performance of our algorithm, we compare our algorithm EEAVT with 
other representative algorithms such as the algorithm of [25] defined as RRAVT, and the 

algorithm of [12] defined as SAVT. 

6.1 Expected Verification Time 

Let      . To evaluate the verification time, we set correlation parameters of    
       

       and    
             , as shown in Table 2 and Table 3. The estimated proof 

verification time    
   and proof generation time    

   
 have nearly linear correlation with the 

number of checked blocks, and the deviation can be ignored. Therefore, the linear function 

gives a good description of the relationship between the number of checked blocks and 

verification finish time. 

 
Table 2. Parameters of proof generation 

 

                   

0.014 0.6255 0.99956 0.0242 4.12E-05 

 
Table 3. Parameters of proof verification 

 

                   

0.0028 0.055 0.99947 0.0053 9.19E-06 

 

6.2 Verification Finish Time 

The verification finish time is the duration of one verification group finishing a given 
verification request, which includes a certain amount of checked blocks. Obviously, if the 

number of blocks and the detection rate are given, the stronger the capacity of the verification 

group is, the shorter the verification finish time is. Let                   ,        and 
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   . The verification finish time of three different algorithms is shown in Fig. 4, where 

SAVT_min is the test result of SAVT while the verifier is      and    , and SAVT_max is 

the test result of SAVT while the verifier is      and    . The verification finish time of 
EEAVT is very close to RRAVT in Fig. 4(a) and Fig. 4(b) whether each block length is 4KB 

or 8KB. Moreover, they are both far less than SAVT. Let          and 

               , the verification finish time corresponding to the different detection 
rate is shown in Fig. 4(c). Also, both RRAVT and EEAVT have the same situation. In short, 

the verification finish time of both EEAVT and RRAVT is much shorter than SAVT under the 

different detection rate and the number of checked blocks. The reason is that multiple verifiers 

execute the verification in EEAVT and RRAVT. 

     
(a) number of blocks (4KB)         (b) number of blocks (8KB)              (c) detection rate 

 

Fig. 4.  The verification finish time 

 

6.3 Verification Energy Cost 

Let            (     ), and             (      ). The energy cost of VG 

and CSP is shown in Fig. 5. For different detection rate (i.e.,        or       ) and 

response time (i.e.,     and    ), VG’s and CSP’s energy cost of the algorithm EEAVT 

is far less than RRAVT in the verification. Although the energy cost of SAVT is close to 

EEAVT, it has longer verification finish time and lower detection rate due to the assignment of 

its simple verification tasks. 

                    

(a) VG (     )                                 (b) CSP  (     ) 

                    

(c) VG (      )                          (d) CSP  (      ) 

Fig. 5.  The verification  energy cost of VG and CSP 
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6.4 Verification Workload 

The verification workload is the average number of blocks assigned to the verifiers. Let    , 

       and the values of   are 95% and 100% respectively. The verification workload of 

three algorithms is shown in Fig. 6. RRAVT has the lowest verification workload for each 

verifier due to its average assignment of verification tasks. The verification workload of 

EEAVT is between RRAVT and SAVT since it chooses the verifier with low energy cost and 

dynamically assigns verification tasks according to the expected finish time.  

                    

(a)                                                   (b)        

 
Fig. 6.  The verification workload 

6.5 Experiment Analysis 

By the previous tests, we can see that EEAVT has the advantage than RRAVT and SAVT in 
terms of verification finish time and verification energy cost. The reason is that EEAVT not 

only pays attention to the energy cost of verification tasks, but also constraints their 

verification finish time. Although SAVT limits the owner’s finish time, the verifier must have 

enough operation time to finish the verification tasks. In this case, it is unsuitable for mobile 
devices since their limited energy and available operation time. Moreover, as both RRAVT 

and SAVT aren’t aware of the energy cost of verification tasks, they cannot minimize the 

energy cost. On the other hand, EEAVT has the disadvantage of the verification workload than 
RRAVT since RRAVT aims in particular at balancing the load of verification tasks among 

multiple verifiers, and making full use of verifiers’ operation time. Obviously, it is also 

unsuited to mobile devices. Although EEAVT doesn’t balance the verification workload 

among multiple verifiers, the balance of the verification workload is insignificant since mobile 
devices have different energy reserve and available operation time. For mobile devices acting 

as the verifiers, it is more important to complete the verification tasks within the expected 

finish time. Thus, it should dynamically adjust the assignment of verification tasks with the 
change of verification request such as the expected finish time and the detection rate to 

effectively develop devices’ perfromance other than exhaust their resources. Thus, EEAVT is 

more suitable to mobile devices and the scene of energy awareness. 

7. Conclusion 

Mobile devices which execute the data integrity verification have their inherent shortcomings, 
i.e., constrained resources. In this paper, we propose an energy-efficient algorithm for 

assigning verification tasks to get the credible verification results and minimize the energy 

cost of verification while the mobile devices act as the data verifiers. The algorithm utilizes 
multiple verifiers to improve the efficiency and reliability of the verification and satisfy 

owner's elastic verification request according to verifiers’ residual energy and available 
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operation time. In the future, we further optimize the algorithm to balance the verification 

workload among multi verifiers. 
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