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Abstract 
This paper proposes a color image coding algorithm based on shape-adaptive all phase biorthogonal 
transform (SA-APBT). This algorithm is implemented through four procedures: color space conversion, 
image segmentation, shape coding, and texture coding. Region-of-interest (ROI) and background area are 
obtained by image segmentation. Shape coding uses chain code. The texture coding of the ROI is prior to the 
background area. SA-APBT and uniform quantization are adopted in texture coding. Compared with the 
color image coding algorithm based on shape-adaptive discrete cosine transform (SA-DCT) at the same bit 
rates, experimental results on test color images reveal that the objective quality and subjective effects of the 
reconstructed images using the proposed algorithm are better, especially at low bit rates. Moreover, the 
complexity of the proposed algorithm is reduced because of uniform quantization. 
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1. Introduction 

In conventional block-based image coding, an image is uniformly partitioned into many N N  
rectangular blocks. These rectangular blocks are then encoded in turn. Because discrete cosine 
transform (DCT) has many advantages in terms of energy compaction and coefficient decorrelation [1], 
it has been widely used in image and video compression standards, such as H.264/AVC [2,3] and 
HEVC/H.265 [4,5]. Many block-based image coding methods use DCT in the transform step. However, 
image coding based on DCT also has some disadvantages such as the complex quantization table and 
serious blocking effects at low bit rates. To solve the above problems, in 2009, Hou et al. [6] proposed 
the all phase biorthogonal transform (APBT) based on Walsh-Hadamard transform (WHT), DCT, and 
inverse DCT (IDCT) and used it in JPEG-like image coding. In 2014, Wang et al. [7] applied APBT to 
simple profile MPEG-4 video coding in which I frame was transformed by APBT and uniform 
quantization step was used to the coefficients subsequently. In the above work, the blocking effects of 
the reconstructed images and videos using the algorithm based on APBT are greatly reduced compared 
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with the one based on DCT. To improve the speed of image compression, Wang et al. [8] proposed the 
parallel APBT-JPEG algorithm based on GPU in 2015.  

Although block-based image coding method is simple, efficient, and robust, its disadvantage is the 
bad subjective effects of the reconstructed images, especially in very low bit rate applications [9]. To 
solve this problem, region-based image coding has been widely developed in the past few years. 

Region-based image coding is a flexible coding approach. Firstly, an image is segmented into region-
of-interest (ROI) and background area. Then, to make full use of the visual characteristics of human 
eyes, the ROI is encoded with a low compression ratio and the background area is encoded with a high 
compression ratio. In this way, the final reconstructed images can obtain good subjective effects. 
Shape-adaptive DCT (SA-DCT) [10] is a transform method for arbitrarily shaped image segmentation 
coding and has been widely used in region-based image coding [11]. However, the disadvantage of the 
region-based image coding using SA-DCT is the serious blocking effects at low bit rates. To solve this 
problem, this paper proposes a color image coding algorithm based on shape-adaptive APBT (SA-
APBT) [12]. This algorithm is implemented with four procedures: color space conversion, image 
segmentation, shape coding, and texture coding. In texture coding, SA-APBT is used. Experimental 
results show that compared with the color image coding algorithm based on SA-DCT, the objective 
and subjective effects of the reconstructed color images using the proposed algorithm are better, 
especially at low bit rates. 

The rest of this paper is organized as follows. Section 2 briefly introduces the color space of the color 
image, including the RGB color space and the YCbCr color space. The transform process of SA-APBT is 
explained in Section 3. Then, in Section 4, a color image coding algorithm based on SA-APBT is 
proposed. The overall algorithm description of region-based color image coding is firstly given. 
Thereafter, the shape coding and texture coding based on SA-APBT are described in detail. Experimental 
results and comparisons between the color image coding algorithm based on SA-DCT and the proposed 
algorithm based on SA-APBT are given in Section 5. In addition, some reconstructed color images are 
presented. Conclusions and further work are given in Section 6. 

 
 

2. Color Space 

The color space determines the representation method of brightness and chromaticity. There are two 
typical color spaces: RGB and YCbCr. In the RGB color space, the three components R, G, and B are 
evenly distributed, which means each pixel has the same number of bits of the three components. The 
YCbCr color space is composed of three components Y, Cb, and Cr, where Y is the luminance 
component while Cb and Cr are color difference components. The human visual system (HVS) is less 
sensitive to chromaticity than to brightness. Based on this visual characteristic, the YCbCr color space 
completely retains the luminance component and samples the color difference components to represent 
the color image more efficiently. There are three sampling methods, 4:4:4, 4:2:2, and 4:2:0, as shown in 
Fig. 1. We suppose each component is represented with 8 bits. If 4:4:4 sampling is used, on average, 24 
bits for each pixel are required. If 4:2:2 sampling is used, on average, 16 bits for each pixel are required. If 
4:2:0 sampling is used, on average, 12 bits for each pixel are required. Therefore, three sampling methods 
are applicable to situations with different quality grades. For example, 4:2:0 sampling is widely used for 
video conferencing, in which real-time demand is high but the resolution requirement is not high. 
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4 : 4 : 4 4 : 2 : 2 4 : 2 : 0  
Fig. 1. Three sampling methods in the YCbCr color space. 

 
Color space conversion is performed according to specific requirements. The mathematical expression 

of color space conversion from RGB to YCbCr is 
 

Y 0.299R 0.587G 0.114B,
Cb 0.168R 0.3313G 0.5B 128,
Cr 0.5R 0.4187G 0.0813B 128.

  
    
   

                                                   (1) 

 
On the contrary, the mathematical expression of color space conversion from YCbCr to RGB is 
 

R Y 1.402(Cr 128),
G Y 0.34414(Cb 128) 0.71414(Cr 128),
B Y 1.772(Cb 128).

  
    
  

                                          (2) 

 
 

3. SA-APBT 

Based on the theory of all phase digital filtering, three kinds of all phase biorthogonal transforms 
based on WHT, DCT, and IDCT were proposed and the matrices of APBT were deduced in [6]. APBT 
can be used in block-based image coding to transform the image from the spatial domain to the 
frequency domain, but it is not applicable to region-based image coding. 

Taking the all phase inverse discrete cosine biorthogonal transform (APIDCBT) as an example, the 
process of two-dimensional APBT is introduced as follows. Let X  and E  represent an image block 
and an APIDCBT matrix with size of N N , respectively. After two-dimensional APIDCBT transform, 
transform coefficient block Y  can be denoted by 

 
T ,Y EXE                                                                             (3) 
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where TE  is the transpose matrix of E . We use 

 
1 1 T( ) , X E Y E                                                                       (5) 

 
to reconstruct the image, where 1E  is the inverse matrix of E . 
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Similar to SA-DCT [11], SA-APBT can be used in region-based gray image coding [12] and MPEG-4 
video compression [13]. There are four procedures for SA-APBT: vertically shift the pixels to be 
transformed to the uppermost position, one-dimensional variable-length APBT in the vertical 
direction, horizontally shift the pixels to the left border, and one-dimensional variable-length APBT in 
the horizontal direction. 

Taking shape-adaptive APIDCBT (SA-APIDCBT) for example, the mathematical expression of one-
dimensional variable-length APIDCBT in the vertical direction is 

 
,

jj n ja E x                                                                            (6) 

 
where j  is the column number; jx  and ja  are the column vectors before and after the one-

dimensional APIDCBT in the vertical direction, respectively; jn  is the length of the column vector; and 

jnE  is the APIDCBT matrix with size of j jn n . The mathematical expression of one-dimensional 

variable-length APIDCBT in the horizontal direction is 
 

,
ii m ic E b                                                                             (7) 

 
where i  is the row number; ib  and ic  are the row vectors before and after the one-dimensional 

APIDCBT in the horizontal direction, respectively; im  is the length of the row vector; and 
imE  is the 

APIDCBT matrix with size of i im m . 
On the contrary, during inverse SA-APIDCBT process, the mathematical expressions of one-

dimensional variable-length inverse APIDCBT in the horizontal and vertical directions are 
 

* 1 *,
ii m i
b E c                                                                          (8) 

 
* 1 *,

jj n j
x E a                                                                         (9) 

 
where the stars indicate the resulting data after the SA-APIDCBT coefficients are quantized and 
dequantized; 1

im
E  is the inverse matrix of 

imE ; and 1
jn
E  is the inverse matrix of 

jnE . 

 
 

4. Color Image Coding Based on SA-APBT 

4.1 Overall Algorithm Description 
 

Fig. 2 shows the main procedures for the encoding and decoding framework of the region-based 
color image compression. In the encoding process, after the color space conversion from RGB to 
YCbCr [14] is performed on the original color image according to Eq. (1), the YCbCr color image is 
obtained. With the 4:4:4 sampling method, the luminance component and the color difference 
components are retained completely in the YCbCr color space. Then, the luminance component (Y) 
and the color difference components (Cb and Cr) are separated. After the separation process, the image 
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segmentation procedure is performed for each component (Y, Cb, and Cr) to obtain the ROI and 
background area. After that, on the one hand, the contour of the ROI goes through shape coding to 
obtain the shape bit stream. On the other hand, texture coding is performed to obtain the texture bit 
stream, where the texture coding areas include the ROI and background area of the three components. 
Finally the shape bit stream and texture bit stream are multiplexed to obtain the color image bit stream, 
where the shape bit stream is prior to the texture bit stream. 

 

 
Fig. 2. Diagram of region-based color image compression. 

 

In the decoding process, firstly, the received color image bit stream is demultiplexed to obtain the 
shape bit stream and texture bit stream. Then on the one hand, the shape bit stream goes through shape 
decoding to obtain the contour of the ROI. On the other hand, the texture bit stream performs texture 
decoding to obtain the reconstructed ROI and the reconstructed background area of the three 
components, where the decoded contour information is needed in texture decoding. After that, the 
reconstructed ROI and the reconstructed background area are merged to obtain the reconstructed 
components (Y, Cb, and Cr). The reconstructed components are combined to obtain the reconstructed 
YCbCr color image. Finally, after the color space conversion from YCbCr to RGB is performed on the 
reconstructed YCbCr color image according to Eq. (2), the reconstructed RGB color image is obtained. 

 

4.2 Shape Coding 
 

To encode the positions of all pixels on the boundary of the ROI, shape coding is performed. Shape 
coding is implemented by the chain code, which has eight directions with values of 0 to 7. Fig. 3 shows 
the settings of the chain code directions. The contour of the ROI can be completely reconstructed by the 
chain code which is a lossless shape coding method. 

 

 
Fig. 3. Chain code direction settings. 
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The encoding process of the chain code is introduced as follows. Firstly, the boundary pixel located in 
the top left corner is found as the starting point. The row and column numbers of the starting points are 
then recorded. Then the next adjacent pixel on the boundary is found in clockwise direction. The 
corresponding chain code direction value is obtained according to the chain code direction settings, the 
position of the current pixel and the position of the next adjacent pixel. After that, the same search 
process is continued from this new pixel until all pixels on the boundary are traversed. The row number 
and column number of the starting point, and all chain code direction values obtained during the 
traversal process are the final chain code results. 

The decoding process of the chain code is opposite the encoding process of the chain code. Firstly, 
the position of the pixel located in the top left corner is determined by the row number and column 
number of the starting point. The pixel located in the top left corner is set as the current pixel. Then, the 
position of the next adjacent pixel is determined clockwise according to the settings of the chain code 
directions and the chain code direction value of next adjacent pixel on the boundary. After that, under 
the condition that the newly found pixel is set as the current pixel, the position of the next adjacent 
pixel is found in the same way. When the position of the next adjacent pixel is the top left corner, the 
chain code decoding process is finished. 

 

4.3 Texture Coding 
 

The texture coding of the ROI is prior to the background area. Fig. 4 shows the main procedures of 
the image texture coding algorithm based on SA-APBT. When the texture coding is performed on the 
ROI, firstly the ROI is divided into many blocks with size of 8×8. In the transform step, for the block in 
the ROI, APBT is used; for the block outside the ROI, the transform procedure is omitted; for the block 
including the boundary of the ROI, SA-APBT is used. 

 

 
Fig. 4. Image texture coding algorithm based on SA-APBT. 

 

Then, in the quantization step, uniform quantization is adopted. However, in the coding algorithm 
based on SA-DCT, two complex quantization tables proposed in JPEG standard are used. The 
luminance quantization table for the luminance component and the chrominance quantization table for 
the color difference components are shown in Fig. 5(a) and (b), respectively. Because the APBT 
coefficients have different frequency weightings during the transform process, the quantization effect of 
the proposed algorithm after using uniform quantization is similar to that of the coding algorithm 
based on SA-DCT. 

After quantization, the two-dimensional transform coefficient block is converted into a one-
dimensional data sequence by zig-zag scanning. Finally, to compress the data further, entropy encoding 
is performed, where the Huffman table used for the luminance component is different from the 
Huffman table used for the color difference components. 
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16 11 10 16 24 40 51 61

12 12 14 19 26 58 60 55

14 13 16 24 40 57 69 56

14 17 22 29 51 87 80 62

18 22 37 56 68 109 103 77

24 35 55 64 81 104 113 92

49 64 78 87 103 121 120 101

72 92 95 98 112 100 103 99
 

(a)

17 18 24 47 99 99 99 99

18 21 26 66 99 99 99 99

24 26 56 99 99 99 99 99

47 66 99 99 99 99 99 99

99 99 99 99 99 99 99 99

99 99 99 99 99 99 99 99

99 99 99 99 99 99 99 99

99 99 99 99 99 99 99 99
 

(b)

Fig. 5. Two quantization tables used in SA-DCT: (a) luminance quantization table and (b) chrominance 
quantization table. 

 
Fig. 6 shows the main procedures for the image texture decoding algorithm based on SA-APBT. The 

decoding process of the ROI is introduced as follows. The compressed image data go through an 
entropy decoding process to obtain the scan sequence of the quantized transform coefficients. 
Thereafter, inverse zig-zag scanning converts the one-dimensional data sequence into the two-
dimensional transform coefficient block. After inverse uniform quantization, different inverse 
transforms are performed according to the different types of blocks. For the block in the ROI, inverse 
APBT is adopted; for the block outside the ROI, the inverse transform procedure is omitted; for the 
block including the boundary of the ROI, inverse SA-APBT (SA-IAPBT) is adopted. 

 

 
Fig. 6. Image texture decoding algorithm based on SA-APBT. 

 
The texture coding and decoding processes of the background area are the same as the ROI. 
 
 

5. Experimental Results 

To test the performance of the proposed color image coding algorithm based on SA-APBT, 
simulation experiments are conducted with MATLAB 7.8. The performance comparisons between the 
color image coding algorithm based on SA-DCT and the proposed algorithm based on SA-APBT are 
performed in terms of both the objective quality and subjective quality of the reconstructed color 
images. The objective quality of the color image is measured by the composite peak signal-to-noise ratio 
(CPSNR) [15]: 
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where inI  and outI  are the original color image and reconstructed color image, respectively; M  and N  
denote the number of rows and columns of the color image, respectively; and i , j  and k  are the row, 
column and color plane number, respectively. 

In the simulation experiments, typical test color images named Lena and Airplane (24 bits/pixel, 
512×512) are used. Firstly, the original color image Lena (Fig. 7(a)) is segmented manually into ROI 
(Fig. 7(b)) and background area (Fig. 7(c)). Similarly, the original color image Airplane (Fig. 8(a)) is 
segmented manually into ROI (Fig. 8(b)) and background area (Fig. 8(c)). 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 7. Original color image Lena and its segmentation results: (a) Lena, (b) ROI, and (c) background 
area. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Original color image Airplane and its segmentation results: (a) Airplane, (b) ROI, and (c) 
background area. 

 
The ROI and background area of the original color image are encoded using the proposed color 

image coding algorithm based on SA-APBT. Then the corresponding decoding procedure is performed 
on the coded bit stream to obtain the reconstructed ROI and background area. Finally, the 
reconstructed color image is obtained by merging the reconstructed ROI and background area. Based 
on the original color image and the reconstructed color image using the proposed algorithm, CPSNR is 
computed according to Eq. (10). For comparison with the color image coding algorithm based on SA-
DCT, the ROI and background area are encoded using the algorithm based on SA-DCT. Then, the 
corresponding decoding procedure is performed on the coded bit stream to obtain the reconstructed 
ROI and background area. Finally, the reconstructed color image is obtained by merging the 
reconstructed ROI and background area. Based on the original color image and the reconstructed color 
image using the algorithm based on SA-DCT, CPSNR is computed according to Eq. (10). 

It’s worth pointing out that because the size of the APWBT [6] matrix is N N , where 
2 ,  kN k Z , SA-APWBT cannot be used for arbitrarily shaped image segmentation coding. 
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Therefore, the color image coding algorithms based on SA-DCT [11], SA-APDCBT, and SA-APIDCBT 
are tested in the following simulation experiments. 

Tables 1 and 2 show the experimental results of the color image coding using SA-DCT and SA-APBT 
in terms of the CPSNR of the reconstructed color images at different bit rates applied to Lena and 
Airplane color images, respectively. The bit rates in Tables 1 and 2 are the total bit rates of the full color 
image including shape coding and texture coding. In the color image coding algorithms using SA-DCT 
and SA-APBT, the quantization matrix used by the ROI is the same as the background area. To show 
the experimental results clearly, the distortion curves of Lena and Airplane are plotted based on the data 
in Tables 1 and 2, as shown in Fig. 9(a) and (b), respectively. 

 
Table 1. Experimental results of color image coding using SA-DCT and SA-APBT applied to Lena image 

Bit rate 
(bpp) 

SA-DCT [11] SA-APDCBT SA-APIDCBT 
Matrix Q 
multiply 

CPSNR
(dB) Step Q CPSNR

(dB) Step Q CPSNR 
(dB) 

0.40 5.10 23.71 6.08 28.13 6.20 28.19 
0.45 3.60 27.22 4.15 29.37 4.24 29.50 
0.50 2.75 28.63 3.21 30.18 3.29 30.33 
0.55 2.25 29.77 2.57 30.85 2.63 31.04 
0.60 1.88 30.49 2.15 31.38 2.20 31.60 
0.70 1.39 31.88 1.62 32.21 1.65 32.47 
0.80 1.10 32.72 1.28 32.88 1.31 33.16 

 
Table 2. Experimental results of color image coding using SA-DCT and SA-APBT applied to Airplane image 

Bit rate 
(bpp) 

SA-DCT [11] SA-APDCBT SA-APIDCBT 
Matrix Q
multiply

CPSNR
(dB) Step Q CPSNR

(dB) Step Q CPSNR 
(dB) 

0.40 6.50 24.61 7.21 26.25 7.25 26.50 
0.45 4.59 25.69 5.08 27.42 5.07 27.84 
0.50 3.50 27.09 3.93 28.40 3.89 28.86 
0.55 2.80 28.12 3.20 29.13 3.15 29.67 
0.60 2.32 28.78 2.66 29.65 2.65 30.21 
0.70 1.72 29.92 1.98 30.89 1.97 31.40 
0.80 1.33 31.21 1.55 31.79 1.55 32.27 

 

 
(a) 

 
(b) 

Fig. 9. Rate distortion curves: (a) Lena and (b) Airplane. 
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(a) 

 
(b) 

Fig. 10. Reconstructed color images of Lena using two different algorithms: (a) SA-DCT and (b) SA-
APIDCBT. 

 

From the experimental results in Table 1 and Fig. 9(a), we can conclude that higher CPSNR values are 
obtained at different bit rates using the proposed color image coding algorithm based on SA-APBT 
compared with that based on SA-DCT. Especially at low bit rates, the gap in CPSNR values between the 
two different algorithms is larger. With the increase in bit rate, the CPSNR gap between the two 
algorithms becomes smaller. From the experimental results of Airplane shown in Table 2 and Fig. 9(b), 
the same conclusions can be obtained. 

To compare the coding performance in terms of subjective effects, Fig. 10 shows the reconstructed 
color images Lena using the color image coding algorithm based on SA-DCT and the proposed 
algorithm based on SA-APBT when the bit rate is 0.70 bpp. Fig. 11 shows the reconstructed color 
images of Airplane using the color image coding algorithm based on SA-DCT and the proposed 
algorithm based on SA-APBT when the bit rate is 0.75 bpp. From the experimental results in Figs. 10(a) 
and 11(a), we can see that the blocking effects of the reconstructed color images of Lena and Airplane 
using the color image coding algorithm based on SA-DCT are obvious, especially at some intense areas 
of change, such as the top border of the hat in Lena and the peripheral location of the fuselage in 
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Airplane. In contrast, the subjective effects of the reconstructed color images of Lena and Airplane 
using the proposed color image coding algorithm based on SA-APBT are better, as shown in Figs. 10(b) 
and 11(b). Their differences can be seen clearly from the inside of the dotted boxes. To show this more 
clearly, we enlarge the selected part and put it on the right side of each image. 

 

 
(a) 

 
(b) 

Fig. 11. Reconstructed color images of Airplane using two different algorithms: (a) SA-DCT and (b) 
SA-APIDCBT. 

 
In some cases, to reduce bit rate and make use of the visual characteristics of human eyes, the ROI 

was encoded with a low compression ratio, while the background area was encoded with a high 
compression ratio. Fig. 12(a) shows reconstructed color images of Lena using the proposed color image 
coding algorithm based on SA-APIDCBT under a bit rate of 0.50 bpp, when the quantization step Q of 
the ROI and background area is 3.29. Fig. 12(b) shows a reconstructed color image of Lena using the 
proposed color image coding algorithm based on SA-APIDCBT under a bit rate of 0.50 bpp, when the 
quantization step Q of the ROI is 2.65 and the quantization step Q of the background area is 5.80. From 
Fig. 12(a) and (b), it can be seen that the subjective quality of the reconstructed ROI in Fig. 12(b) is 
better and the subjective quality of the reconstructed background area is worse. If observers focus on 
the ROI, Fig. 12(b) shows better subjective effects at the same bit rate. 
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Finally, we would like to point out that the proposed scheme has been applied to other test images, 
and similar conclusions can be obtained. In conclusion, the proposed color image coding algorithm 
based on SA-APBT shows better performance in terms of both objective and subjective quality 
compared with the algorithm based on SA-DCT. Moreover, because the proposed algorithm uses 
uniform quantization, the quantization process is simplified and the memory space of the quantization 
table is conserved, thus easing the hardware implementation of the proposed algorithm. 

 

 
(a) 

 
(b) 

Fig. 12. Reconstructed color images of Lena: (a) same compression ratio for the ROI and background 
and (b) low compression ratio for ROI and high compression ratio for background area. 

 
 

6. Conclusions 

In this paper, a color image coding algorithm based on SA-APBT is proposed. The implementation of 
this algorithm consists of four steps: color space conversion, image segmentation, shape coding, and 
texture coding. SA-APBT and uniform quantization are adopted in texture coding. Two areas including 
the ROI and background area are encoded and decoded independently. Simulation experiments on 
typical color images are performed using MATLAB 7.8. Compared with the color image coding 
algorithm based on SA-DCT at the same bit rates, the CPSNR and the subjective effects of the 
reconstructed images using the proposed algorithm are better, especially at low bit rates (an increase of 
approximately 8% in terms of CPSNR). Moreover, by using uniform quantization, the proposed 
algorithm is simplified and the hardware implementation becomes easier. 

Although high performance is obtained, the proposed method takes more time than conventional 
image coding algorithms since it includes the process of extracting the ROI. Therefore, in real 
applications, the tradeoff between image quality and computation complexity should be considered. 

Finally, it should be noted that the performance of the ROI segmentation affects the performance of 
the proposed method. In our work, we mainly focused on comparing the performance of SA-APBT 
with that of SA-DCT. To achieve accurate segmentation, the ROI is extracted manually in our 
simulation. However, to achieve practical applications, automatic segmentation methods should be 
studied in depth. In addition, the impact of different segmentation methods on the proposed method 
should be discussed in detail. Moreover, the comparison between artificial segmentation and automatic 
segmentation should be considered. These issues are left for future researches. 
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