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THREE NONTRIVIAL NONNEGATIVE SOLUTIONS FOR

SOME CRITICAL p-LAPLACIAN SYSTEMS WITH

LOWER-ORDER NEGATIVE PERTURBATIONS

Chang-Mu Chu, Chun-Yu Lei, Jiao-Jiao Sun, and Hong-Min Suo

Abstract. Three nontrivial nonnegative solutions for some critical quasi-
linear elliptic systems with lower-order negative perturbations are ob-
tained by using the Ekeland’s variational principle and the mountain pass
theorem.

1. Introduction and main results

Let N > p2, 1 < r < q < p, p∗ = Np
N−p

. We are concerned with the following

problems

(1)







−△pu = Fu(u, v) + λGu(u, v)− µHu(u, v), in Ω,
−△pv = Fv(u, v) + λGv(u, v)− µHv(u, v), in Ω,
u = v = 0, on ∂Ω,

where Ω is a bounded domain in R
N with smooth boundary ∂Ω; λ and µ are

positive parameters; △pw = div(|∇w|p−2∇w) denotes the p-Laplacian opera-
tor; F,G,H ∈ C1((R+)2,R+) are homogeneous of degree p∗, q and r, respec-
tively. We recall that a function Γ : (R+)2 → R

+ is homogeneous of degree k
when Γ(tz) = tkΓ(z) for any t ≥ 0 and z ∈ (R+)2.

In recent years, more and more attention have been paid to the existence
and multiplicity of nonnegative or positive solutions for the elliptic problems
involving concave terms and critical Sobolev exponent. Results relating to these
problems can be found in [1], [2], [4, 5, 12, 13], [7, 8, 9], [11, 14, 15, 16, 17,
18, 19, 20, 21], and the references therein. By the results of the above papers
we know that the number of nontrivial solutions for problem (1) is affected by
the concave-convex nonlinearities. Applying the strong maximum principle, it
is easy to obtain the positive solutions for problem (1) when µ = 0. However,
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if the concave terms of problem (1) are negative or local negative in Ω as |z|
near origin, then the strong maximum principle can not be applied (see [4] and
[21]).

When F , G, H depends only on the first variable, problem (1) reduces to
the following Dirichlet problem

(2)

{

−△pu = up
∗

−1 + λuq−1 − µur−1, in Ω,
u = 0, on ∂Ω,

where 1 < r < q < p < p∗. Anello in [4] proved that problem (2) has at
least two nontrivial nonnegative solutions for λ > 0 and µ > 0 small enough
by truncation techniques and variational methods. Anello also considered the
subcritical growth case and obtain three nontrivial nonnegative solutions of the
related problems (see Theorem 1 in [4]). The purpose of this paper is to apply
the ideas of Theorem 1 in [4] to the critical growth case to obtain more than
two solutions.

In particular, using the Ekeland’s variational principle and the mountain
pass theorem, we will prove problem (1) has at least three nontrivial nonnega-
tive solutions.

Before stating our results, we introduce the following notations: we consider

the space E := W
1,p
0 (Ω) ×W

1,p
0 (Ω) equipped norm ‖z‖E = (‖u‖p + ‖v‖p)

1

p ,

where z = (u, v) ∈ E and ‖w‖ :=
(∫

Ω |∇w|pdx
)

1

p is the standard norm in

W
1,p
0 (Ω). Moreover, we denote by ‖w‖s :=

(∫

Ω |w|sdx
)

1

s (1 < s <∞) the norm
of Ls(Ω), and by ‖w‖∞ = ess sup

Ω
|w| the norm of L∞(Ω). In addition, we

denote positive constants by C,C1, C2, . . .. The main result of this paper is the
following theorem.

Theorem 1. Let N > p2, 1 < r ≤ N(p−1)
N−p

< q < p, F,G,H ∈ C1((R+)2,R+)

be homogeneous functions of degree p∗, q and r, respectively. Assume that

mG > 0, mH > 0 and Fu(u, 0) = Fu(0, v) = Fv(u, 0) = Fv(0, v) = Gu(0, v) =
Gv(u, 0) = Hu(0, v) = Hv(u, 0) = 0 for all u, v ∈ R+, then there exists Λ > 0
with the following property: for every λ ∈ (0,Λ) there exists µλ > 0 such that

problem (1) for all µ ∈ (0, µλ) has at least three solutions zi = (ui, vi) satisfies
that ui ≥ 0, vi ≥ 0 in Ω and ui 6= 0, vi 6= 0 (i = 1, 2, 3).

Remark 1. We are not aware of any results in the literature on multiplicity of
nontrivial nonnegative solutions for problem (1). There are many homogeneous
functions satisfying the conditions of our theorem. Some classical examples are:

(i) F (z) =
∑

j

aju
αjvβj ;

(ii) G(z) = |z|qs, H(z) = |z|rs,

where aj > 0, αj > 1, βj > 1, αj + βj = p∗, |z|s := (|u|s + |v|s)
1/s

with s > 1.

From elliptic systems reduce to elliptic equations, our Theorem 1 can be
described as:



THREE NONTRIVIAL NONNEGATIVE SOLUTIONS 127

Corollary 1. Let N > p2, 1 < r ≤ N(p−1)
N−p

< q < p. Then there exists

Λ > 0 with the following property: for every λ ∈ (0,Λ) there exists µλ > 0 such

that problem (2) for all µ ∈ (0, µλ) has at least three nontrivial nonnegative

solutions.

Remark 2. In Corollary 1, the question of the necessity of the restrictions on the
exponents p, q and r. The authors in [4] obtained two nontrivial nonnegative
solutions of problem (2) in the case 1 < r < q < p.

This paper is organized as follows. In Section 2, we give Palais-Smale con-
dition and some preliminaries. The proof of Theorem 1 is provided in Section
3.

2. Palais-Smale condition and some preliminaries

Let u± = max{±u, 0}. In this section, we show that the energy functional

I(u, v) =
1

p

∫

Ω

(|∇u|p + |∇v|p)dx −

∫

Ω

F (u+, v+)dx − λ

∫

Ω

G(u+, v+)dx

+ µ

∫

Ω

H(u+, v+)dx,

(u, v) ∈ E, associated to problem (1) satisfies the (PS)c condition at certain
energy levels. Under the hypotheses of Theorem 1, it is obvious that I is a C1

functional. It is well known that any critical point of I in E is a weak solution
of problem (1). Hence, in order to obtain the nontrivial solutions of problem
(1), we only need to look for the nontrivial critical points of I in E. In addition,
since F,G,H ∈ C1((R+)2,R+) are homogeneous functions of degree p∗, q and
r, respectively, we have the so-called Euler identity

(3) z · ∇F (z) = p∗F (z), z · ∇G(z) = qG(z), z · ∇H(z) = rH(z)

and

(4)

mF |z|
p∗

≤ F (z) ≤MF |z|
p∗

,

mG|z|
q ≤ G(z) ≤MG|z|

q,

mH |z|r ≤ H(z) ≤MH |z|r

for all z ∈ (R+)2, where mΓ = min
{z∈(R+)2: |z|=1}

Γ(z), MΓ = max
{z∈(R+)2: |z|=1}

Γ(z).

Now we first give some preliminaries.

Definition 1. Let c ∈ R, and let E∗ be the dual space of the Banach space E.
(i) A sequence {zn} ⊂ E is called a (PS)c sequence of I if I(zn) → c and

I
′

(zn) → 0 in E∗ as n→ ∞;
(ii) We say that I satisfies the (PS)c condition if any (PS)c sequence {zn} ⊂

E of I has a convergent subsequence.

Lemma 1. Under the hypotheses of Theorem 1, let {zn} = {(un, vn)} ⊂ E be

a (PS)c sequence of I, then {zn} is bounded.
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Proof. By the Sobolev imbedding theorem, there exists C > 0 such that

‖w‖s ≤ C‖w‖ for all w ∈W
1,p
0 (Ω) and 1 ≤ s ≤ p∗.(5)

For each ε > 0, by the Hölder inequality and the Young inequality, we infer
from (4) and (5) that

∣

∣

∣

∣

λ

∫

Ω

G(z+)dx

∣

∣

∣

∣

≤ λMG

∫

Ω

|z|qdx

≤ λMG|Ω|
p−q

p (‖u‖pp + ‖v‖pp)
q

p

≤ λMGC
q|Ω|

p−q

p ‖z‖qE

≤ ε‖z‖pE + |Ω|ε−
q

p−q (λMGC
q)

p

p−q

= ε‖z‖pE + C(ε)λ
p

p−q(6)

for any z ∈ (R+)2, where C(ε) = |Ω|ε−
q

p−q (MGC
q)

p

p−q .
Let {zn} be a (PS)c sequence of I. Using the hypotheses that Fu(0, v) =

Fv(u, 0) = Gu(0, v) = Gv(u, 0) = Hu(0, v) = Hv(u, 0) = 0 for all u, v ∈ R
+, we

derive from (3) and (6) that

p∗I(zn)− 〈I
′

(zn), zn〉

=
p∗ − p

p
‖zn‖

p
E − λ(p∗ − q)

∫

Ω

G(z+n )dx+ µ(p∗ − r)

∫

Ω

H(z+n )dx

≥

(

p∗ − p

p
− (p∗ − q)ε

)

‖zn‖
p
E − (p∗ − q)C(ε)λ

p
p−q .

It follows that
(

p∗ − p

p
− (p∗ − q)ε

)

‖zn‖
p
E ≤ p∗c+ (p∗ − q)C(ε)λ

p

p−q + o(‖zn‖E).

Let ε < p∗

−p
p(p∗−q) , we obtain {zn} is bounded in E. �

Now we introduce the following version of the Brezis-Lieb lemma (see [3] or
[6]).

Lemma 2. Assume that Γ ∈ C1(R2) with Γ(0, 0) = 0 and |∂Γ
∂u

(z)|, |∂Γ
∂v

(z)| ≤

C1|z|
s−1 for some 1 ≤ s <∞. Let {zn} be a bounded sequence in Ls(Ω)×Ls(Ω)

and such that zn ⇀ z weakly in E. Then, as n→ ∞,
∫

Ω

Γ(zn)dx =

∫

Ω

Γ(zn − z)dx+

∫

Ω

Γ(z)dx+ o(1).

Let

S = inf
w∈W

1,p
0

(Ω)\{0}

∫

Ω
|∇w|pdx

(
∫

Ω
|w|p∗

dx)p/p∗
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denote the best Sobolev constant for the imbedding of W 1,p
0 (Ω) in Lp∗

(Ω). S
is achieved on Ω = R

N by the function W (x) = K

(1+|x|p/(p−1))(N−p)/p2
, where

K =

[

N
(

N−p

p−1

)p−1
](N−p)/p2

(see [9] or [20]). Define

SF := inf
(u,v)∈E

{

∫

Ω(|∇u|
p + |∇v|p)dx

(
∫

Ω
F (u+, v+)dx)p/p∗

:

∫

Ω

F (u+, v+)dx > 0

}

.

We have the following lemmas.

Lemma 3. Under the hypotheses of Theorem 1, let {zn} be a (PS)c se-

quence of I with zn ⇀ z in E. Then, there exists a positive constant B =
B(p, q,N, S,MG, |Ω|) such that

〈I
′

(z), z〉 = 0 and I(z) ≥ −Bλ
p

p−q .

Proof. Let {zn} = {(un, vn)} be a (PS)c sequence of I with zn ⇀ z = (u, v) in
E. Then we have

I
′

(zn) → 0, strongly in E∗ as n→ ∞.

Since {zn} is bounded, we can obtain a subsequence still denoted by {zn} such
that






zn = (un, vn) → (u, v) = z, in Ls(Ω)× Ls(Ω), 1 < s < p∗,

zn = (un, vn) → (u, v) = z, a.e. in Ω,
∇un → ∇u, ∇vn → ∇v, a.e. in Ω.

Consequently, passing to the limit in 〈I
′

(zn), (ϕ, ψ)〉 as n→ ∞, and using the
hypotheses of our Lemma 3, we have

∫

Ω

|∇u|p−2∇u · ∇ϕdx −

∫

Ω

Fu(u
+, v+)ϕdx

− λ

∫

Ω

Gu(u
+, v+)ϕdx+ µ

∫

Ω

Hu(u
+, v+)ϕdx = 0,

and
∫

Ω

|∇v|p−2∇v · ∇ψdx−

∫

Ω

Fv(u
+, v+)ψdx

− λ

∫

Ω

Gv(u
+, v+)ψdx + µ

∫

Ω

Hv(u
+, v+)ψdx = 0

for all (ϕ, ψ) ∈ E, that is, I
′

(z) = 0.

In particular, we have 〈I
′

(z), z〉 = 0, which implies from (3) that

‖z‖pE = p∗
∫

Ω

F (z+)dx + qλ

∫

Ω

G(z+)dx − rµ

∫

Ω

H(z+)dx.

It follows that

I(z) =
1

N
‖z‖pE −

(p∗ − q)λ

p∗

∫

Ω

G(z+)dx+
(p∗ − r)µ

p∗

∫

Ω

H(z+)dx.



130 C.-M. CHU, C.-Y. LEI, J.-J. SUN, AND H.-M. SUO

Using the Hölder inequality, the Young inequality and the Sobolev imbedding
theorem, one has

I(z) ≥
1

N
‖z‖pE −

(p∗ − q)λ

p∗

∫

Ω

G(z+)dx

≥
1

N
‖z‖pE −

(p∗ − q)λMG

p∗

∫

Ω

|z|qdx

≥
1

N
‖z‖pE −

(p∗ − q)λMG

p∗
|Ω|

p∗−q

p∗

(
∫

Ω

|z|p
∗

dx

)

q

p∗

≥
1

N
‖z‖pE −

(p∗ − q)λMG

p∗
2

q

p |Ω|
p∗−q

p∗

(
∫

Ω

(|u|p
∗

+ |v|p
∗

)dx

)

q

p∗

≥
1

N
‖z‖pE −

(p∗ − q)λMG

p∗

(

2

S

)

q

p

|Ω|
p∗−q

p∗ ‖z‖qE

≥
1

N
‖z‖pE −

(

1

N
‖z‖pE +

(

2N

S

)

q

p−q
[

(p∗ − q)λMG

p∗

]

p

p−q

|Ω|
p(p∗−q)

p∗(p−q)

)

= −Bλ
p

p−q ,

where B =
(

2N
S

)

q

p−q

[

(p∗

−q)MG

p∗

]

p

p−q

|Ω|
p(p∗−q)

p∗(p−q) > 0. �

Lemma 4. Under the hypotheses of Theorem 1, I satisfies the (PS)c condition
with c satisfying

c <
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q ,

where B is the positive constant given in Lemma 3.

Proof. Let {zn = (un, vn)} ⊂ E be a (PS)c sequence of I with c <
p

N−p

(

SF

p∗

)
N
p

−Bλ
p

p−q . By Lemma 1, we know that {zn} is bounded. Up to a subsequence,
we may assume that






zn = (un, vn)⇀ (u, v) = z, in E,

zn = (un, vn) → (u, v) = z, a.e. on Ω,
zn = (un, vn) → (u, v) = z, in Ls(Ω)× Ls(Ω), 1 < s < p∗.

From Lemma 3, we have that 〈I
′

(z), z〉 = 0. Let z̃n = (ũn, ṽn), where ũn =
un−u, ṽn = vn− v. Using the hypotheses of Theorem 1, we infer from Lemma
2 that

‖z̃n‖
p
E = ‖zn‖

p
E − ‖z‖pE + o(1),

∫

Ω

F ((z̃n)
+)dx =

∫

Ω

F (z+n )dx−

∫

Ω

F (z+)dx+ o(1),
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∫

Ω

G((z̃n)
+)dx =

∫

Ω

G(z+n )dx −

∫

Ω

G(z+)dx+ o(1),

and
∫

Ω

H((z̃n)
+)dx =

∫

Ω

H(z+n )dx −

∫

Ω

H(z+)dx+ o(1).

Since I(zn) = c+ o(1) and 〈I
′

(zn), zn〉 = o(1), we obtain

1

p
‖z̃n‖

p
E −

∫

Ω

F ((z̃n)
+)dx = c− I(z) + o(1)(7)

and

‖z̃n‖
p
E − p∗

∫

Ω

F ((z̃n)
+)dx = o(1).(8)

From (8), we may assume that

‖z̃n‖
p
E → p∗l,

∫

Ω

F ((z̃n)
+)dx→ l.

Assume that l > 0, by the definition of SF , we have

‖z̃n‖
p
E ≥ SF

(
∫

Ω

F ((z̃n)
+)dx

)

p

p∗

.

As n→ ∞, we deduce that

l ≥

(

SF

p∗

)
N
p

.

It follows from (7) and Lemma 3 that

c =

(

p∗

p
− 1

)

l + I(z) ≥
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q ,

which contradicts the fact c < p

N−p

(

SF

p∗

)
N
p

−Bλ
p

p−q . Therefore, we have l = 0,

which implies that

zn → z in E.

Hence I satisfies the (PS)c condition with c < p
N−p

(

SF

p∗

)
N
p

−Bλ
p

p−q . �

Lemma 5. Under the hypotheses of Theorem 1, 0 is a local minimum of I for

any λ > 0 and µ > 0.

Proof. For each τ > 0, by the Young inequality, we have
∫

Ω

|z+|qdx =

∫

Ω

|z+|
(p∗−q)r

p∗−r |z+|
p∗(q−r)

p∗−r dx ≤ τ

∫

Ω

|z+|rdx+ τ−
p∗−q
q−r

∫

Ω

|z+|p
∗

dx.

Using the hypotheses of Theorem 1, we infer from (4) that

I(z) ≥
1

p
‖z‖pE + µmH

∫

Ω

|z+|rdx− λMG

∫

Ω

|z+|qdx−MF

∫

Ω

|z+|p
∗

dx
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≥
1

p
‖z‖pE + (µmH − τλMG)

∫

Ω

|z+|rdx

−
(

MF + τ−
p∗−q

q−r λMG

)

∫

Ω

|z+|p
∗

dx.

Set τ = µmH

λMG
. By the Sobolev imbedding theorem, one has

I(z) ≥
1

p
‖z‖pE −

[

MF + (λMG)
p∗−r

q−r (µmH)−
p∗−q

q−r

]

∫

Ω

|z+|p
∗

dx

≥
1

p
‖z‖pE −

[

MF + (λMG)
p∗−r

q−r (µmH)−
p∗−q

q−r

]

(

2

S

)

p∗

p

‖z‖p
∗

E .

Hence, for any λ > 0 and µ > 0, we can find ρ1 > 0 such that

I(z) > 0 if ‖z‖E = ρ1 and I(z) ≥ 0 = I(0) if ‖z‖E ≤ ρ1.

Therefore, 0 is a local minimum of I in E. �

In order to obtain a negative local minimal value of I in E, we consider the
following system

(Eλ)







−△pu = λGu(u, v), in Ω,
−△pv = λGv(u, v), in Ω,
u = v = 0, on ∂Ω,

where p ∈ (1, p∗), λ > 0. The corresponding functional of equation (Eλ) is

Φλ(z) =
1

p
‖z‖pE − λ

∫

Ω

G(z+)dx.

We have the following lemma.

Lemma 6. Let G ∈ C1((R+)2,R+) be a homogeneous function of degree q.

Assume that mG > 0 and Gu(0, v) = Gv(u, 0) = 0 for all u, v ∈ R
+. Then,

for equation (Eλ) there exists a nontrivial nonnegative solution zλ such that

Φλ(zλ) < 0 for any λ > 0.

Proof. From inequality (6), with ε = 1
2p , we obtain

Φλ(z) ≥
1

2p
‖z‖pE − |Ω|(2p)

q

p−q (λMGC
q)

p

p−q .

Hence, for any λ > 0, we can find ρ2 > 0 such that

Φλ(z) > 0 if ‖z‖E = ρ2 and Φλ(z) ≥ −C(λ) if ‖z‖E ≤ ρ2,

where C(λ) = |Ω|(2p)
q

p−q (λMGC
q)

p

p−q > 0.
From mG > 0, there exists z0 ∈ E such that G(z+0 ) > 0. Thus, for k0 > 0

small enough, one has

Φλ(k0z0) =
1

p
k
p
0‖z0‖

p
E − λk

q
0

∫

Ω

G(z+0 )dx < 0,



THREE NONTRIVIAL NONNEGATIVE SOLUTIONS 133

which implies that

αλ = inf
z∈Bρ2

(0)
Φλ(z) < 0 < inf

z∈∂Bρ2
(0)

Φλ(z).

By applying the Ekeland’s variational principle (see [10]) in Bρ2
(0), there is a

minimizing sequence {zn} = {(un, vn)} ⊂ Bρ2
(0) such that

Φλ(zn) ≤ αλ +
1

n
,

and

Φλ(z) ≥ Φλ(zn)−
1

n
‖z − zn‖E, ∀ z ∈ Bρ2

(0).

Therefore, for any ϕ, ψ ∈ W
1,p
0 (Ω), we have

〈Φ
′

λ(zn), (ϕ, ψ)〉 → 0 and Φλ(zn) → αλ as n→ ∞.

Since {zn} is bounded and Bρ2
(0) is a closed convex set, there exist zλ =

(uλ, vλ) ∈ Bρ2
(0) ⊂ E and a subsequence still denoted by {zn} such that







zn ⇀ zλ, in E,

zn → zλ, a.e. in Ω,
zn → zλ, in Ls(Ω)× Ls(Ω), 1 ≤ s < p∗.

Consequently, passing to the limit in 〈Φ
′

λ(zn), (ϕ, ψ)〉 as n → ∞ and noticing
that Gu(0, v) = Gv(u, 0) = 0 for all u, v ∈ R+, we have

∫

Ω

|∇(uλ)|
p−2∇(uλ) · ∇ϕdx− λ

∫

Ω

Gu(u
+
λ , v

+
λ )ϕdx = 0

and
∫

Ω

|∇(vλ)|
p−2∇(vλ) · ∇ψdx− λ

∫

Ω

Gv(u
+
λ , v

+
λ )ψdx = 0

for all (ϕ, ψ) ∈ E, that is, 〈Φ
′

λ(zλ), (ϕ, ψ)〉 = 0. Thus zλ is a critical point
of the functional Φλ. Since Φλ(0) = 0 and any critical point of Φλ in E is
nonnegative, we obtain that zλ is a nontrivial nonnegative solution of equation
(Eλ). In particular, we have 〈Φ

′

λ(zλ), zλ〉 = 0, that is

‖zλ‖
p
E = qλ

∫

Ω

G(zλ)dx.(9)

Therefore, we obtain

Φλ(zλ) =
1

p
‖zλ‖

p
E − λ

∫

Ω

G(zλ)dx =

(

1

p
−

1

q

)

‖zλ‖
p
E < 0.

�

Lemma 7. Under the hypotheses of Theorem 1, there exist a nonnegative func-

tion z ∈ E, Λ∗ > 0, for all λ ∈ (0,Λ∗) there exists µ∗
λ > 0 such that for any

µ ∈ (0, µ∗
λ)

sup
t≥0

I(tz) <
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q ,
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where B is the positive constant given in Lemma 3.

Proof. For convenience, we consider the functional J : E → R defined by

J(z) =
1

p
‖z‖pE −

∫

Ω

F (z+)dx+ µ

∫

Ω

H(z+)dx for all z = (u, v) ∈ E.

Since system (1) is autonomous, without loss of generality we may assume
0 ∈ Ω. Let δ0 > 0 be such that B(0, 2δ0) ⊂ Ω. Define a cut-off function
φ(x) ∈ C∞

0 (Ω) that φ(x) = 1 for |x| < δ0, φ(x) = 0 for x > 2δ0, 0 ≤ φ(x) ≤ 1
and |∇φ| ≤ C2, where C2 > 0 is a positive constant. Let

uη(x) =
η

N−p

p(p−1)φ(x)
(

η
p

p−1 + |x|
p

p−1

)

N−p

p

.

We have the following estimate (as η → 0)
∫

Ω
|∇uη|

pdx
(∫

Ω
|uη|p

∗

dx
)p/p∗

= S +O
(

η
N−p

p−1

)

.(10)

Indeed, one have

∇uη(x) = η
N−p

p(p−1)









∇φ(x)
(

η
p

p−1 + |x|
p

p−1

)

N−p
p

−
N − p

p− 1

φ(x)|x|
2−p

p−1x
(

η
p

p−1 + |x|
p

p−1

)
N
p









.

Moreover, since φ(x) ≡ 1 for |x| < δ0 and |∇φ| ≤ C2, one has
∫

Ω

|∇uη|
pdx = η

N−p

p−1

∫

Ω

|x|p/(p−1)

(

ηp/(p−1) + |x|p/(p−1)
)N

dx+O
(

η
N−p

p−1

)

= η
N−p

p−1

∫

RN

|x|p/(p−1)

(

ηp/(p−1) + |x|p/(p−1)
)N

dx+O
(

η
N−p

p−1

)

=

∫

RN

|y|p/(p−1)

(

1 + |y|p/(p−1)
)N

dy +O
(

η
N−p

p−1

)

= ‖∇U‖p
Lp(RN )

+O
(

η
N−p

p−1

)

(11)

and
∫

Ω

|uη|
p∗

dx = η
N

p−1

∫

Ω

φp
∗

dx
(

ηp/(p−1) + |x|p/(p−1)
)N

= η
N

p−1

∫

B(0,δ0)

dx
(

ηp/(p−1) + |x|p/(p−1)
)N

+O
(

η
N

p−1

)

= η
N

p−1

∫

RN

dx
(

ηp/(p−1) + |x|p/(p−1)
)N

+O
(

η
N

p−1

)
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=

∫

RN

dy
(

1 + |y|p/(p−1)
)N

+O
(

η
N

p−1

)

= ‖U‖p
∗

Lp∗(RN )
+O

(

η
N

p−1

)

,(12)

where U(x) =
(

1 + |x|
p

p−1

)−
N−p

p

∈W 1,p(RN ) satisfies

‖∇U‖p
Lp(RN )

‖U‖p
Lp∗(RN )

= S = inf
w∈W 1,p(RN )\{0}

‖∇w‖p
Lp(RN )

‖w‖p
Lp∗(RN )

.

Combining (11) with (12), we deduce that (10) holds.
It follows from F ∈ C1((R+)2,R+) and (4) that there exists (e1, e2) ∈ {z ∈

(R+)2 : |z| = 1} such that F (e1, e2) =MF , which implies that

J(te1uη, te2uη) =
1

p
tp
∫

Ω

|∇uη|
pdx−MF t

p∗

∫

Ω

|uη|
p∗

dx

+ µtr
∫

Ω

H(e1, e2)|uη|
rdx

≤
1

p
tp
∫

Ω

|∇uη|
pdx−MF t

p∗

∫

Ω

|uη|
p∗

dx+ µMHt
r

∫

Ω

|uη|
rdx.(13)

Define

ϕ(t) =
1

p
tp
∫

Ω

|∇uη|
pdx−MF t

p∗

∫

Ω

|uη|
p∗

dx+ µMHt
r

∫

Ω

|uη|
rdx

and

ψ(t) =
1

p
tp
∫

Ω

|∇uη|
pdx−MF t

p∗

∫

Ω

|uη|
p∗

dx

for all t ≥ 0. Observe that the function ϕ attains its maximum in [0,+∞) at
a point tη > 0. Clearly, one has

0 = ϕ
′

(tη)

= tp−1
η

∫

Ω

|∇uη|
pdx− p∗MF t

p∗

−1
η

∫

Ω

|uη|
p∗

dx+ rµMH t
r−1
η

∫

Ω

|uη|
rdx.(14)

From (11), (12) and (14), there is η1 > 0 such that

tη ≥

(

∫

Ω |∇uη|
pdx

p∗MF

∫

Ω |uη|p
∗

dx

)

1

p∗−p

≥

(

|∇U |p
Lp(RN )

4p∗MF |U |p
∗

Lp∗(RN )

)
1

p∗−p

.
= C3(15)

for all 0 < η < η1. According to 1 < r ≤ N(p−1)
N−p

, we have
∫

Ω

|uη|
rdx = η

r(N−p)

p(p−1)

∫

Ω

φrdx
(

ηp/(p−1) + |x|p/(p−1)
)

r(N−p)

p

≤ η
r(N−p)

p(p−1)

∫

RN

dx
(

ηp/(p−1) + |x|p/(p−1)
)

r(N−p)

p
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= η
pN+pr−rN

p

∫

RN

dy
(

1 + |y|p/(p−1)
)

r(N−p)

p

= η
pN+pr−rN

p |U |rLr(RN )

≤ C4η
N
p .(16)

By (11), (12), (14), (15) and (16), there exist µ1 > 0 and η2 satisfies that
0 < η2 ≤ η1 such that

tη ≤

(

∫

Ω |∇uη|
pdx+ rµMHC

r−p
2

∫

Ω |uη|
rdx

p∗MF

∫

Ω
|uη|p

∗

dx

)
1

p∗−p

≤

(

4|∇U |p
Lp(RN )

p∗MF |U |p
∗

Lp∗(RN )

)
1

p∗−p

.
= C5(17)

for all 0 < µ < µ1 and 0 < η < η2.
According to (4) and the Minkowski inequality, we have

(
∫

Ω

F (z+)dx

)

p

p∗

≤ (MF )
p

p∗

(
∫

Ω

|z|p
∗

dx

)

p

p∗

≤ (MF )
p

p∗

[

(
∫

Ω

|u|p
∗

dx

)

p

p∗

+

(
∫

Ω

|v|p
∗

dx

)

p

p∗

]

≤ (MF )
p

p∗
1

S

∫

Ω

(|∇u|p + |∇v|p)dx

for any z = (u, v) ∈ E. It implies that

SF ≥ S(MF )
−

p

p∗ > 0.(18)

After a direct calculation, we deduce from (10) and (18) that

max
t≥0

ψ(t) =
1

N
(p∗MF )

−
N−p

p

[

∫

Ω
|∇uη|

pdx
(∫

Ω
|uη|p

∗

dx
)p/p∗

]
N
p

=
1

N
(p∗MF )

−
N−p

p S
N
p + O(η

N−p

p−1 )

≤
p

N − p

(

SF

p∗

)
N
p

+O(η
N−p
p−1 ).(19)

According to (13), (16), (17) and (19), we have

sup
t≥0

J(te1uη, te2uη) ≤ ψ(tη) + µMHt
r
η

∫

Ω

|uη|
rdx

≤
p

N − p

(

SF

p∗

)
N
p

+ C6µη
N
p +O(η

N−p

p−1 )
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≤
p

N − p

(

SF

p∗

)
N
p

+O(η
N−p

p−1 )(20)

for any 0 < η < η2 and µ < µη = min

{

µ1, η
N−p2

p(p−1)

}

.

Noticing that SF > 0, we can choose δ1 > 0 such that

p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q > 0, ∀ λ ∈ (0, δ1).

Since

I(te1uη, te2uη) ≤
1

p
tp
∫

Ω

|∇uη|
pdx+ µMHt

r

∫

Ω

|uη|
rdx,

it follows from (11) and (16) that there exist T ∈ (0, 1) and η3 ∈ (0, η2) such
that

sup
0≤t≤T

I(te1uη, te2uη) ≤
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q(21)

for all 0 < λ < δ1, 0 < η < η3 and 0 < µ < µη. Moreover, using the definitions
of I and uη, it follows from (4) and (20) that

sup
t≥T

I(te1uη, te2uη) = sup
t≥T

(

J(te1uη, te2uη)− λtq
∫

Ω

G(e1, e2)|uη|
qdx

)

≤
p

N − p

(

SF

p∗

)
N
p

+O
(

η
N−p

p−1

)

− λmGT
q

∫

B(0,δ0)

|uη|
qdx

for any 0 < η < η2 and µ < µη. By Lemma A5 of [12], it implies from
N(p−1)
N−p

< q < p < p∗ that there exists C7 > 0 such that
∫

B(0,δ0)

|uη|
qdx ≥ C7η

N(p−q)+pq

p .

By the above two inequalities, we have

sup
t≥T

I(te1uη, te2uη)

≤
p

N − p

(

SF

p∗

)
N
p

+O(η
N−p

p−1 )− C7mGT
qλη

N(p−q)+pq

p(22)

for any 0 < η < η2 and µ < µη.

By the hypothesis N(p−1)
N−p

< q < p, we obtain (N−p)(p−q)
p(N−Np+Nq−pq) > 0. For some

positive constants C8 and C9, let η=λ
p(p−1)

(p−q)(N−p) and λ<
(

C9

B+C8

)

(N−p)(p−q)

p(N−Np+Nq−pq)

,

we have

C8η
N−p

p−1 − C9λη
N(p−q)+pq

p = C8λ
p

p−q − C9λ
(Np−Nq+pq−p)p

(N−p)(p−q) < −Bλ
p

p−q ,
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which implies that there exists δ2 > 0 such that for all η = λ
p(p−1)

(p−q)(N−p) and
0 < λ < δ2

O(η
N−p

p−1 )− C7mGT
qλη

N(p−q)+pq

p < −Bλ
p

p−q .(23)

From (22) and (23), for all η = λ
p(p−1)

(p−q)(N−p) , 0 < λ < δ2 and µ < µη,

sup
t≥T

I(te1uη, te2uη) ≤
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q .(24)

Set Λ∗ = min

{

δ1, δ2, η
(N−p)(p−q)

p(p−1)

3

}

. Combining (21) with (24), for all η =

λ
p(p−1)

(p−q)(N−p) and λ ∈ (0,Λ∗), there exists µ∗
λ > 0 such that for any µ ∈ (0, µ∗

λ),

sup
t≥0

I(te1uη, te2uη) ≤
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q .
�

3. The proof of main results

In this section, we prove Theorem 1 by using the Ekeland’s variational prin-
ciple and the mountain pass theorem.

Proof of Theorem 1. Set ρ = (p∗)1/p
(

SF

p∗

)
N

p2

. It follows that

inf
‖z‖E=ρ

(

1

p
‖z‖pE −

∫

Ω

F (z+)dx

)

≥ inf
‖z‖E=ρ

(

1

p
‖z‖pE − S

−
p∗

p

F ‖z‖p
∗

E

)

=
p

N − p

(

SF

p∗

)
N
p

.(25)

Consider the following function

Ψ(λ) = inf
‖z‖E=ρ

(

1

p
‖z‖pE −

∫

Ω

F (z+)dx− λ

∫

Ω

G(z+)dx

)

, λ ∈ R.

It is easy to check that Ψ is continuous in R. Moreover, from (25) there exists
Λ ∈ (0,Λ∗) such that

Ψ(λ) >
p

2(N − p)

(

SF

p∗

)
N
p

and

p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q >
p

2(N − p)

(

SF

p∗

)
N
p

> 0(26)

for any λ ∈ (0,Λ). Fix λ ∈ (0,Λ) and consider the function

Ψλ(µ)= inf
‖z‖E=ρ

(

1

p
‖z‖pE−

∫

Ω

F (z+)dx−λ

∫

Ω

G(z+)dx+µ

∫

Ω

H(z+)dx

)

, µ ∈ R.
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Obviously,

Ψλ(0) = Ψ(λ) >
p

2(N − p)

(

SF

p∗

)
N
p

.

By the continuity of Ψλ, there is µ1,λ ∈ (0, 1) such that

Ψλ(µ) >
p

2(N − p)

(

SF

p∗

)
N
p

for all µ ∈ (0, µ1,λ).(27)

Let zλ ∈ E be the nontrivial nonnegative solution of the equation (Eλ) obtained
by Lemma 6 and define

χ(t) =
1

p
‖tzλ‖

p
E − λ

∫

Ω

G(tzλ)dx.

It follows from (9) and the homogeneity of G that

χ
′

(t) = tp−1‖zλ‖
p
E − qλtq−1

∫

Ω

G(zλ)dx = (tp−1 − tq−1)‖zλ‖
p
E < 0

for all t ∈ (0, 1). In particular,

max
t∈[0,1]

χ(t) = χ(0) = 0 and χ(1) < 0.

By the nonnegativity of F , we obtain that

(28) max
t∈[0,1]

(

1

p
‖tzλ‖

p
E −

∫

Ω

F (tzλ)dx− λ

∫

Ω

G(tzλ)dx

)

= 0

and

(29)
1

p
‖zλ‖

p
E −

∫

Ω

F (zλ)dx− λ

∫

Ω

G(zλ)dx < 0.

Now we consider that the function

Kλ(µ)

= max
t∈[0,1]

(

1

p
‖tzλ‖

p
E −

∫

Ω

F (tzλ)dx− λ

∫

Ω

G(tzλ)dx + µ

∫

Ω

H(tzλ)dx

)

, µ ∈ R.

It follows from (28) that Kλ(0) = 0. Using the continuity of Kλ, there exists
µ2,λ ∈ (0, µ1,λ) such that

(30) Kλ(µ) <
p

2(N − p)

(

SF

p∗

)
N
p

for any µ ∈ (0, µ2,λ).

Moreover, according to (29), there is µλ ∈ (0, µ2,λ) such that

(31) I(zλ) =
1

p
‖zλ‖

p
E −

∫

Ω

F (zλ)dx − λ

∫

Ω

G(zλ)dx + µ

∫

Ω

H(zλ)dx < 0

for any µ ∈ (0, µλ). At this point, fix µ ∈ (0, µλ). Combining (27) with (30),
we obtain ‖zλ‖E < ρ. Thus we deduce from (31) that

c1 = inf
z∈Bρ(0)

I(z) < 0 < inf
z∈∂Bρ(0)

I(z).
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By applying the Ekeland’s variational principle in Bρ(0), we obtain that there

exists a (PS)c1 sequence {zn} = {(un, vn)} ⊂ Bρ(0). It follows from (26)
and Lemma 4 that I satisfies the (PS)c1 condition. Therefore, one has a
subsequence still denoted by {zn} and z1 = (u1, v1) ∈ E such that zn → z1 in
E and

I(z1) = c1 < 0, I
′

(z1) = 0,

which implies that z1 6= 0 is a solution of problem (1).
Applying Lemma 5, we know that 0 is a local minimum for I. Define

Γ1 = {γ ∈ C([0, 1], E)| γ(0) = 0, γ(1) = zλ}, c2 = inf
γ∈Γ1

max
t∈[0,1]

I(γ(t)).

It follows from (26) and (30) that

(32) c2 ≤ max
t∈[0,1]

I(tzλ) <
p

2(N − p)

(

SF

p∗

)
N
p

<
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q .

Applying Lemma 4, we know that I satisfies the (PS)c2 condition. By the
mountain pass theorem (see [2]), we obtain that problem (1) has the second
solution z2 = (u2, v2) with I(z2) = c2 > 0.

Let z̄ = (e1, e2) satisfy F (z̄) =MF . From (6), we have

I(tz̄) ≤

(

1

p
+ ε

)

tp‖z̄‖pE −MF |Ω|t
p∗

+MH |Ω|tr + C(ε)λ
p

p−q ,

which implies that

I(tz̄) → −∞ as t→ +∞.

Hence, there exists a positive number t0 such that ‖t0z̄‖E > ρ and I(t0z̄) < 0
for any λ ∈ (0,Λ). Therefore, the functional I has the mountain pass geometry.
Define

Γ2 = {γ ∈ C([0, 1], E)| γ(0) = 0, γ(1) = t0z̄}, c3 = inf
γ∈Γ2

max
t∈[0,1]

I(γ(t)).

From Lemma 7, we have

c3 <
p

N − p

(

SF

p∗

)
N
p

−Bλ
p

p−q .

According to Lemma 4, we know that I satisfies the (PS)c3 condition. By
using the mountain pass theorem, we obtain that problem (1) has the third
solution z3 = (u3, v3) with I(z3) = c3. Combining (27) with (32), we have

I(z3) >
p

2(N − p)

(

SF

p∗

)
N
p

> I(z2) > 0 > I(z1),

which implies that z1, z2 and z3 are distinct.
Now we show that any critical point of I in E is nonnegative. In fact,

let z = (u, v) be any critical point of I in E. Using the hypothesis that
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Fu(0, v
+) = Fv(u

+, 0) = Gu(0, v
+) = Gv(u

+, 0) = Hu(0, v
+) = Hv(u

+, 0) = 0
for any (u, v) ∈ E, after a direct calculation, we derive that

‖u−‖p = 〈I
′

u(u, v),−u
−〉 = 0, and ‖v−‖p = 〈I

′

v(u, v),−v
−〉 = 0,

which implies that u− = 0 and v− = 0. Hence we have u ≥ 0 and v ≥ 0.
Therefore, z1, z2 and z3 are three nontrivial nonnegative solutions of problem
(1).

Next, we show that ui 6= 0 and vi 6= 0 (i = 1, 2, 3). Since I(zi) 6= 0 = I(0, 0),
we have ui 6= 0 or vi 6= 0. Without loss of generality, we may assume that
ui 6= 0 and vi = 0. Using the hypothesis that Fu(u, 0) = Fv(0, v) = 0 for all
u, v ∈ R

+, it is easy to obtain ui (i = 1, 2, 3) satisfies that

(33)

{

−△pui = λGu(ui, 0)− µHu(ui, 0), in Ω,
ui = 0, on ∂Ω.

Acting on (33) with ui ∈W
1,p
0 (Ω), it follows from (3) that

∫

Ω

|∇ui|
pdx = qλ

∫

Ω

G(ui, 0)dx− rµ

∫

Ω

H(ui, 0)dx.

Since G,H ∈ C1((R+)2,R+), we have

I(ui, 0) =
1

p

∫

Ω

|∇ui|
pdx− λ

∫

Ω

G(ui, 0)dx+ µ

∫

Ω

H(ui, 0)dx

=

(

1

p
−

1

r

)
∫

Ω

|∇ui|
pdx+

(q

r
− 1
)

λ

∫

Ω

G(ui, 0)dx

≤

(

1

p
−

1

r

)

qλ

∫

Ω

G(ui, 0)dx+
(q

r
− 1
)

λ

∫

Ω

G(ui, 0)dx

=

(

q

p
− 1

)

λ

∫

Ω

G(ui, 0)dx ≤ 0.(34)

Which is a contradiction with I(ui, 0) = I(zi) > 0 (i = 2, 3). Therefore, we
have ui 6= 0 and vi = 0 (i = 2, 3) are not established. Similarly, we obtain
ui = 0 and vi 6= 0 (i = 2, 3) are impossible. Hence we have u2 6= 0, v2 6= 0,
u3 6= 0 and v3 6= 0.

Lastly, we demonstrate that u1 6= 0 and v1 6= 0. We may assume that u1 6= 0
and v1 = 0. It follows from mG > 0 that there exists v0 > 0 such that

G(u1, v0) > G(u1, 0).(35)

In fact, according to G ∈ C1((R+)2,R+), we have G(u, v) ≥ G(u, 0) for any
u > 0 and v > 0. Assume that G(u, v) = G(u, 0) for all u > 0 and v > 0, we
have

G(tu, v) = G(tu, tv) = tqG(u, v).

It implies that G(0, v) = 0 for any v > 0. Which is a contradiction with
mG > 0. Therefore, we have (35) hold. Then, for any λ ∈ (0,Λ), we have

I(tu1, tv0) =
1

p
tp
∫

Ω

|∇u1|
pdx− λtq

∫

Ω

G(u1, 0)dx+ µtq
∫

Ω

H(u1, 0)dx
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+
1

p
tp
∫

Ω

|∇v0|
pdx − λtq

∫

Ω

(G(u1, v0)−G(u1, 0))dx

− µtq
∫

Ω

H(u1, 0)dx+ µtr
∫

Ω

H(u1, v0)dx.(36)

It follows from (34) that

1

p
tp
∫

Ω

|∇u1|
pdx− λtq

∫

Ω

G(u1, 0)dx+ µtq
∫

Ω

H(u1, 0)dx

= tq
(

1

p
tp−q

∫

Ω

|∇u1|
pdx− λ

∫

Ω

G(u1, 0)dx+ µ

∫

Ω

H(u1, 0)dx

)

<
1

p

∫

Ω

|∇u1|
pdx− λ

∫

Ω

G(u1, 0)dx+ µ

∫

Ω

H(u1, 0)dx

= I(u1, 0) = c1(37)

for any 0 < t < 1.
Let µ = t2q−r, according to H ∈ C1((R+)2,R+) and (35), there exists t1 > 0

such that for any t ∈ (0, t1)

1

p
tp
∫

Ω

|∇v0|
pdx− λtq

∫

Ω

(G(u1, v0)−G(u1, 0))dx

− µtq
∫

Ω

H(u1, 0)dx+ µtr
∫

Ω

H(u1, v0)dx

≤
1

p
tp
∫

Ω

|∇v0|
pdx− λtq

∫

Ω

(G(u1, v0)−G(u1, 0))dx

+ t2q
∫

Ω

H(u1, v0)dx

< 0.(38)

Set t2 = min{1, t1, µ
r−2q
λ }, from (36)-(38), for any t ∈ (0, t2), we obtain that

I(tu1, tv0) < c1.

Thus, we can choose t so small that (tu1, tv0) ∈ Bρ(0). Hence we obtain

inf
z∈Bρ(0)

I(z) < c1,

which is a contradiction with c1 = inf
z∈Bρ(0)

I(z). Therefore, we have u1 6= 0

and v1 = 0 are not established. Similarly, we obtain u1 = 0 and v1 6= 0 are
impossible. Hence we have u1 6= 0 and v1 6= 0. The proof of Theorem 1 is
completed. �
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