
J Electr Eng Technol.2017; 12(2): 830-839 
https://doi.org/10.5370/JEET.2017.12.2.830 

 830 
Copyright ⓒ The Korean Institute of Electrical Engineers 

This is an Open-Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/ 
licenses/by-nc/3.0/) which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited. 
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Competitive Algorithm for Fault Diagnosis of Oil-immersed 

Transformers 
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Abstract – Support vector machine (SVM) is introduced as an effective fault diagnosis technique 
based on dissolved gases analysis (DGA) for oil-immersed transformers with maximum generalization 
ability; however, the applicability of the SVM is highly affected due to the difficulty of selecting the 
SVM parameters appropriately. Therefore, a novel approach combing SVM with improved imperialist 
competitive algorithm (IICA) for fault diagnosis of oil-immersed transformers was proposed in the 
paper. The improved ICA, which is proved to be an effective optimization approach, is employed to 
optimize the parameters of SVM. Cross validation and normalizations were applied in the training 
processes of SVM and the trained SVM model with the optimized parameters was established for fault 
diagnosis of oil-immersed transformers. Three classification benchmark sets were studied based on 
particle swarm optimization SVM (PSOSVM) and IICASVM with four multiple classification 
schemes to select the best scheme for transformer fault diagnosis. The results show that the proposed 
model can obtain higher diagnosis accuracy than other methods. The comparisons confirm that the 
proposed model is an effective approach for classification problems. 
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1. Introduction 
 
An oil-immersed power transformer is the core 

equipment for electric energy conversion in the electric 
power system. A fault in a transformer may result in not 
only substantial repair cost but also power interruptions to 
thousands of customers, therefore it is essential to assess its 
working condition online and detect the potential fault as 
soon as possible [1].  

In the past few years, some monitoring methods, including 
windings displacement [2] and hot spot temperature [3], 
were applied to detect faults of oil-immersed power 
transformers, however DGA is still a more convenient and 
effective online monitoring method comparing to the above 
methods [4]. If an oil-immersed transformer is subjected to 
electrical or thermal stress, some gases, emitting from its 
oil-paper insulation system, mainly including H2, CH4, 
C2H6, C2H4 and C2H2, can be regarded as a symbol of a 
potential fault [5]. Many approaches such as IEEE standard 
[6], International Electro technical Commission (IEC) 

Method 60599 [7], and Duval’s Triangle [8], have been 
applied to detect faults of oil-immersed transformers 
based on the ratios of the gases for many years. The main 
drawback of these approaches is that the observed gas 
ratios do not match all the fault types [9, 10]. To improve 
the drawback and to dig the potential fault law from the 
gases content, some new fault diagnosis methods, including 
fuzzy logic [11], Dempster Shafer theory [12], grey 
clustering [13] and rough set [14], self-adaptive RBF 
neural network [15], auto-associative neural networks and 
mean shift [16], evolutionary wavelet neural network based 
on genetic algorithm [17], and support vector machine 
(SVM) based methods [18-20], have been proposed in the 
recent years. In these methods, SVM is an effective method 
and is wildly applied in classification problems (fault 
diagnosis of transformers based on DGA is often considered 
as a classification problem) [21-22] because its advantages 
of small sample learning, global optimization, and structural 
risk minimization [23-24]. In general, the performance of 
the support vector machine (SVM) have a significant impact 
factors, including the kernel function, the punishment 
coefficient C, and kernel parameter γ, which are uncertain 
and should be optimized by artificial intelligence (AI) 
approaches. Some AI methods such as clonal selection 
algorithms [18], PSO [19], GA [20], were used to optimize 
the two parameters in the classification problems and 
receive a good performance.  

ICA, firstly put forward by Esmaeil Atashpaz Gargari 
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and Caro Lucas in 2007 [25], is an effective AI 
optimization algorithm for optimizing the SVM parameters 
because this algorithm has good global convergence 
solutions and efficient local search ability. Therefore, in 
this paper, a new support vector machine model based on 
improved imperialist competitive algorithm was proposed 
to find out whether the approach can detect faults of 
transformers accurately and effectively.  

The following is the main content of this paper. The first 
section is a short introduction. Section 2 briefly describes 
the imperialist competition algorithm. In section 3, a new 
SVM based on the improved ICA is proposed to settle the 
problems of parameters optimization. In section 4, the 
multiclass SVM model based on the improved ICA is 
explored for fault diagnosis of power transformers. Results 
are discussed and conclusions are drawn in section 5 and 6, 
respectively.  

 
 
2. Improved Imperialist Competitive Algorithm 

Based on Differential Evolution 
 
The imperialist competition algorithm (ICA) is a new 

intelligence optimization algorithm inspired by the com-
petition of the Empire. In 2007, Esmaeil Atashpaz Gargari 
and Lucas firstly put forward this algorithm, which offered 
a new way to solve continuous-optimization problems 
effectively [26-27].  

The first step of the ICA is to initialize the population. 
The second step of this algorithm is to search the scope 
efficiently through several specific steps. At last, this 
algorithm ends to the optimal solution or near optimal 
solution. The initial population is made up of the countries, 
and the most powerful countries are called imperialists, 
the other countries are called the colonies. Imperialists 
and the colonies together constitute the empire. In ICA, 
an array is used to represent the initial countries, and the 
array dimension N  is the number of countries N, defined 
as [p1, p2, …,pn]. The following formula (1) is used to 
compute the cost of the ith country si:  

 
 1 2( ) ( ,  ,  ...,  )i i i i iNs F country F p p p= =        (1) 

 
Some powerful countries (the countries with minimum 

cost), Nimp countries, are chosen to be the imperialists from 
the N initial countries. In the meanwhile, the remaining 
countries are colonies that belong to the imperialists. The 
goal of ICA processes is to obtain the most powerful 
country with minimum cost.  

In traditional ICA, the information interaction between 
empires are shown in the imperialist competitive step, 
however imperialist competition just returns the weakest 
colony to the strongest empire, which will weaken 
information interaction degree between empires. Therefore, 
the improved imperialist competitive algorithm (IICA) 
based on a differential evolution arithmetic operator was 

used in the paper- the following equations are added 
between the assimilation step and competitive step [26]: 

1.  Every colony has a differential mutation with a 
possibility of MR calculated by Eq. (2) 

 
 3 1 2( - )r r rG Cl S Cl Cl= +       (2) 

 
where Clr1, Clr2, Clr3 are three random colonies; 
S∈ [0,2] is the scaling factor. 

2. Every Dimension Has Differential Crossover Calculated 
by Eq. (3) 
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           (3) 

 
where RN ∈ [0,1] is a random number in [0,1]. 

3.  Greed strategy is used when the power of the new 
colony B is bigger than the original colony; when f(B ) 
< f(Cl), the position changes. 

 
Fig. 1 is the flow chart of IICA for parameters 

optimization, the specific steps described as follows [26]: 
Step 1: Initialize parameters of ICA，and set up fitness 

function model. 
Step 2:  By moving the colonies, imperialist and its 

colonies constitute an empire. 
Step 3:  Use a differential evolution arithmetic operator 

and calculate the total cost of the empires. 
Step 4: Implement the competition of the imperialists. 
Step 5:  If the termination condition is satisfied, that is, 

the selected condition is satisfied, and the algorithm is 
terminated and the optimal parameters are selected. Loop 
to Step 2 if the stopping condition is not satisfied. The 
ending condition is shown as follows: 

1. All empires and colonies are controlled by the unique 
empire. In that case, the position of the united empire 
is the best solution of the optimal problem.    

2. A maximum generations are reached. 
 

 
Fig. 1. Flow chart of parameters optimization 
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3. Classification using Multiclass SVM Based on 
IICA 

 
3.1 Establishment of the nonlinear-multiple classify-

cation SVM 
 
In a multiple classification problem, how to establish the 

optimal objective function is the most important process 
because it largely determines the classification accuracy. To 
form the optimal objective function in a multiple 
classification problem, the traditional SVM (linear-two 
classification) should first be replaced by a nonlinear-
multiple classification SVM. Two steps should be done as 
follows. 

 
3.1.1 Transform the linear SVM to the nonlinear SVM 

 
Supposing that {(x1, y1), …, (xi, yi), …, (xl, yl)} is a 

training set (including input data xi∈Rn and output yi∈R) 
and a class label yi∈ {−1, +1} is determined by input xi. 
The data in the training set can be considered as a 
separable set only when the training set is bound to satisfy 
the formula (4) [19]. 

 

 
( ) 1, if 1
( ) 1, if 1

T
i i

T
i i
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ω ϕ
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⎨ + ≥ + = +⎩
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The vector ω with the bias b can be defined as the 

optimal hyper plane. In the above formula, the mapping 
φ(xi) is defined as a nonlinear mapping. Therefore, φ(xi) 
and the ω vector are both infinite dimension. 

In order to solve the following quadratic programming 
in (5) with the constraints in (6), the concept of SVM is 
introduced. 
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In the above formula, ξi is the slack variable and C is 

the penalty parameter. Therefore, formula (7) shows the 
Lagrange function simulation. 
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In the formula, the Lagrange multiplier is αi and βi. 

The Lagrangian function is transformed to the following 
quadratic programming (QP) problem (8) with the constraints 
in (9). 
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In the formula (8), K(xi, xj)=φ(xi)φ(xj) represents a 

kernel function. 
At last, the formula (10) represents the nonlinear two-

class classifier. 
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3.1.2 Transform the two-class SVM to the multiple-class 

SVM  
 
Traditional SVM is a dimidiate classification method for 

two-class classification problems. In practical application, 
it often needs to extend the two classification support 
vector machine to multi classification support vector 
machine for solving multiple-class classification problems. 
The OAA (one-against-all), ECOC (error correcting output 
codes), MOC (minimal output coding), OAO (one against 
one) scheme are good methods [28] to transform and 
extend, so the methods are compared and with each other 
in the next section. Take OAO for example, using OAO 
scheme to solve K-class problems needs to construct K (K - 
1) /2 discriminant function, in other words, this scheme 
requires N = K(K−1)/2 times training by using two-class 
classifiers. If the two-class SVM classifier is used to solve 
a three-class (A1, A2, A3) classification problem, two-class 
SVM is trained to obtain the classification results between 
A1 and “not A1” for the first time. For the second time, 
two-class SVM is trained to obtain the classification results 
between A2 and “not A2”. For the third time, two-class 
SVM is trained to obtain the classification results between 
“not A1 and not A2” (class A3) and “not A3”. Therefore, the 
data is divided into three classes by three times. 

 
3.2 Establishment of the optimal objective function 

 
After obtaining the model of the nonlinear-multiple 

classification SVM, the selection of kernel function of 
SVM is important for establishing the optimal objective 
function. There are four kernel functions in the present 
study, which are linear, polynomial, sigmoid colon and 
radial basis function (RBF). The RBF is a real valued 
function that depends only on the specific value of the 
distance. The RBF kernel function, shown in Eq. (11), is 
effective and less parameters-setting needed [29, 30], so it 
is used in the paper.  

 
 

2
( , ) exp( ), 0i j i jK x x x xγ γ= − − >     (11) 

 
In formula (11), γ is a free parameter in the RBF kernel 

function and it is inversely proportional to the width of 
RBF.  
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The performance of classification accuracy is the key of 
classification problems, therefore, the optimized objective 
function can be defined as the average classification 
accuracy during m-fold cross validation in (12). In the 
equation, the value of the target function equals to the 
negative of the classification accuracy. To apply the IICA 
for parameters selection, the country cost function, shown 
in (1), is set as the optimized objective function. Two 
important parameters of objective function (C and γ) need 
to be set up in advance. The smaller the objective function 
value (target value) is, the better the classification accuracy 
of the classification. In a word, the best value of the target 
function is the same as the cost of the best country in IICA. 
When all the countries are united to the unique empire, the 
cost of the unique empire will be the lowest value in IICA, 
and the target function will get its minimum value at the 
same time. Assuming that the multiple classification SVM 
is an uncertain function (UF) in a black box and C and γ 
are the unknown parameters of the function. If the lowest 
value of the target function is obtained, the best parameters 
C and γ can be calculated by the inverse function of the 
function (UF). 

 

1

1 100% ( , )
im
T
i

i

pTarget UF c
m p

γ
=

⎛ ⎞
= − × =⎜ ⎟

⎝ ⎠
∑  

1 2( ) ( ,  )i i i is F country F p p= = =       (12) 
 
In the formula (12), m is the number of folds in the cross 

validation; pi is the number of validated subsets; in this 
subset, pi

T is the number of correctly classified samples; 
UF is the uncertain function.  

According to the IICA steps in section 2, the optimal 
parameters are obtained. The steps can be summarized as 
follows [24]: 

Step 1: Initialize parameters of IICA，and set up fitness 
function model. 

Step 2: By moving the colonies, imperialist and its 
colonies constitute an empire. 

Step 3: Exchange positions between the imperialist and 
the colony.  

Step 4: Count the total cost of the empires. 
Step 5: Implement the IICA algorithm. 
Step 6: If the termination condition is satisfied, the 

algorithm is completed and the optimal parameters are 
selected. 

 
3.3 Processes of classification based on IICASVM 

 
After the establishment of the optimal objective function, 

IICA is applied to select the best parameters of the 
nonlinear-multiple class SVM (C andγ).The processes can 
be shown in Fig. 2 and summarized as following steps: 

Step 1: Collect data of the characteristic quantities and 
the classification results to form the attributes set and the 
classes set, respectively. Combine the attributes set and the 

classes set to be the samples set. 
Step 2: Select a large portion of the attributes set and the 

classes set to be the training set. Set the remaining portion 
of the attributes set and the classes set to be the testing set 
and the verifying set, respectively. 

Step 3: Use the training set and the nonlinear-multiple 
classification SVM with undetermined parameters to form 
the optimal objective function whose best solution is the 
best parameters of the nonlinear-multiple classification 
SVM with the best classification accuracy. The optimal 
objective function is formed by the average classification 
accuracy during m-fold cross validation which is better 
than traditional optimal objective function. 

Step 4: Apply IICA to find out the best solution of the 
optimal objective function to determine the best parameters 
of SVM for classification. If the parameters meet the 
criterion of the parameters checking, the parameters are 
reserved to be the best parameters of SVM; otherwise, go 
to the step 3. 

Step 5: Use the training set and the best parameters to 
train the nonlinear-multiple classification SVM to be a 
trained classifier.  

Step 6: Apply the trained classifier to determine the 
classification results of the testing set (testing samples). 
Compare the classification results obtained based on the 
proposed approach and the verifying set (actual samples 
classification results) to analyze the effectiveness of the 
proposed approach. 

 
3.4 Classification and verification 

 
The nonlinear-multiple class SVM with the determined 

parameters is trained by the training set to form a trained 
classifier. The trained classifier is applied to determine the 
classification results of the testing set (testing samples). 

 
Fig. 2. Processes of classification based on IICASVM 
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Classification accuracy is the ratios between testing set 
classification results and the classification results of actual 
samples. 

 
 

4. Benchmark Cases Analysis for Selecting 
Multiple Classification Schemes 

 
In order to test the general applicability of the IICASVM 

model for classification problems, three benchmark data 
sets are analyzed. These sets include the iris data set, wine 
data set, and glass identification data set [31]. Table 1 
shows some of the basic information of the three data 
sets. Since the PSOSVM and IICASVM were the two 
effective approaches for classification problems, three 
benchmark data sets were classified and compared by the 
two approaches with four different multiple classification 
approaches including OAA (one-against-all), ECOC (error 
correcting output codes), MOC (minimal output coding), 
OAO (one against one) multiple classification schemes.  

The number of countries (IICA) and the particle number 
(PSO) are set to be 10; the candidate parameters C and γ 
are set and they vary in the range of two fixed ranges, 
[10-1 102] and [10-2 102]. Before the training, all input 
data are normalized within the [0, 1] range. Table 2 shows 
the classification results based on benchmark data sets. 
As shown in Table 2, the two approaches with four multiple 
classification schemesobtained 100.00% classification 
accuracy in the testing phases on the iris data. However, 
the training performance of IICASVM is better than the 
PSOSVM in the iris data (MOC: 98.3333% VS 97.5000%, 
ECOC: 98.3333% VS 97.5000%, OAO: 100.00% VS 
98.3333%, OAA: 100.00% VS 97.5000%). The two 
approaches with four multiple classification schemes-
obtained 100% classification accuracy in the training 
phases on the wine data; however, the testing performance 
of IICASVM with ECOC scheme is better than the 
PSOSVM with ECOC scheme in iris data (100% VS 
96.6667%). Besides, the IICASVM had a better training 
and testing performance than the PSOSVM on the glass 
identification data (MOC: 92.5287% VS 92.5287%, 
ECOC: 89.6552% VS 87.3563%, OAO: 91.80% VS 
89.6552%, OAA: 89.6552% VS 89.6552%), (MOC: 
72.5000% VS 72.5000%, ECOC: 72.5000% VS 67.5000%, 
OAO: 73.9100% VS 72.5000%, OAA: 67.5000% VS 
67.5000%). Compared with 47.96% to 73.81% testing 
accuracy by applied other approaches in glass identification 

[13], the accuracy of the glass identification using the 
IICASVM reach to 73.913%, which demonstrates the 
effectiveness of the proposed method. Experimental results 
of IICASVM and PSOSVM on benchmark data are shown 
in Fig. 3. The figures with no grid show the average cost 
and minimum cost of the objective function versus 
iteration by IICA. The figures with grid show the average 
value and minimum value of the objective function versus 
iteration by PSO. According to Table 2 and Fig. 3, IICA 
has a much better performance in processing generation 
than PSO.  

 
 

5. Fault Diagnosis of Power Transformers Based 
on IICASVM 

 
Dissolved gas data of transformers is the key symbol for 

fault diagnosis of transformers. Fault diagnosis of oil-
immersed transformers based on DGA is often considered 
as a multiple class problem [18, 19], therefore the proposed 
IICASVM algorithm described in section 3 was explored 
for fault diagnosis of transformers in the paper.  

This paper collects DGA data from several electric 
power companies to build fault types of models. The data 
contains 270 samples, which matched with five diagnosis 
types, i.e. low-energy discharge, high-energy discharge, 
thermal fault of low and medium temperature, thermal fault 
of high temperature and normal condition. 

Table1. Benchmark classification data based on UCI 
repository 

Sample number Data sets Class Attributes Instances 
Training Testing

Iris 3 4 150 120 30 
Wine 3 13 178 148 30 
Glass 

identification 6 9 214 174 40 

Table 2. Experimental results using benchmark data 

Parameters Classification 
accuracies Data sets 

C γ Training Testing

Gener-
ation

MOC 15.1245 3.3551 98.3333% 100.00% 100
ECOC 66.7089 1.8437 98.3333% 100.00% 100
OAO 46.5246 4.8349 100.00% 100.00% 100

Iris 
(IICASVM)

OAA 50.9111 4.2415 100.00% 100.00% 100
MOC 18.1919 14.6835 97.5000% 100.00% 100
ECOC 42.6324 14.6900 97.5000% 100.00% 100
OAO 99.9568 22.1372 98.3333% 100.00% 100

Iris 
(PSOSVM)

OAA 36.5871 18.9373 97.5000% 100.00% 100
MOC 77.7161 2.5249 100.00% 100.00% 100
ECOC 80.2676 1.2745 100.00% 100.00% 100
OAO 85.6377 1.0338 100.00% 100.00% 100

Wine 
(IICASVM)

OAA 27.4499 2.7922 100.00% 100.00% 100
MOC 96.1237 93.0120 100.00% 100.00% 100
ECOC 40.0040 32.3873 100.00% 96.6667% 100
OAO 16.3059 92.4436 100.00% 100.00% 100

Wine 
(PSOSVM)

OAA 62.1652 43.6327 100.00% 100.00% 100
MOC 30.5801 8.0412 92.5287% 72.5000% 100
ECOC 85.3111 14.8039 89.6552% 72.5000% 100
OAO 25.9828 2.0285 91.80% 73.9100% 100

Glass 
identification
(IICASVM)

OAA 1.6252 29.0383 89.6552% 67.5000% 100
MOC 88.0702 9.9412 92.5287% 72.5000% 100
ECOC 30.7324 7.1844 87.3563% 67.5000% 100
OAO 19.3800 10.3313 89.6552% 72.5000% 100

Glass 
identification
(PSOSVM)

OAA 42.9012 6.7332 89.6552% 67.5000% 100
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The 270 samples were randomly divided into the training 
sample set containing 243 samples and the test sample set 
containing 27 samples. The input of the classifier is the six 
commonly gases used to detect transformer faults, i.e. H2, 
CH4, C2H2, C2H4, C2H6, and total hydrocarbon content 
(THC). All input data were normalized in the range of [0 1] 
before training to improve the generalization performance 
of SVM [30].  

The target function shown in (12) was defined to be the 
optimized objective function. Cross validation (10-fold, 
which means m =10) was applied in the function. The 

target of IICA is to realize the process of the optimization 
of the parameters. When the candidate parameters C and γ 
are set, they vary in the range of two fixed ranges, [10-1 
102] and [10-2 102], respectively. The parameters of the 
IICA algorithm used in this paper are as follows: the 
number of countries and the number of initial imperialists 
were fixed to 20 and 6, respectively; the dimension of the 
optimized function was set to 2; the maximum number of 
generations was 100; revolution rate were set to 0.3; 
assimilation coefficient equaled to 2 and assimilation angle 
coefficient equaled to 0.5. 
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Fig. 3. Experimental results of IICAOAOSVM and PSOOAOSVM on benchmark data 
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The average cost and the minimum cost of all 
imperialists in each generation are shown in Fig. 4. At the 
beginning, the minimum cost of all imperialists is much 
smaller than the average cost of all imperialists. However, 
following by the increasing generation, the difference 
between them is increasingly small. At the 16th generation, 
the minimum cost of all imperialists is equal to the average 
cost of all imperialists. At the first generation, the number 
of imperialists is 6, however the calculation ends and the 
number changes to1 at the 16th generation. The cost of the 
imperialist is the minimum value of the target function. 
The average cost and minimum cost of all imperialists 
versus iteration by IICA can be shown in Fig. 3. The value 
of the target function was -83.95. The elapsed time of 
fault diagnosis is about 17.46 seconds. At last, the optimal 
parameters of the multi class support vector machine 
classifier based on IICA algorithm are C = 62.3245, γ= 
0.0187. 

According to the selected two parameters, the OAO-
nonlinear multiple classification SVM classifier is trained 
and applied for fault diagnosis of transformers. According 
to the actual condition, the collected samples of 243 
transformers are divided into five classes. This condition 
include low-energy discharge (LE-D, class 1), high-energy 
discharge (HE-D, class 2), thermal fault of low and 
medium temperature (LM-T, class 3), thermal fault of high 
temperature (HT, class 4), and normal condition (Normal, 

class 5). After cross validation (10-fold) and nominali-
zation, the classification accuracy of training samples hit 
90.535% (220/243). Besides, Fig. 5 shows the testing 
results of 27 samples for fault diagnosis. Apparently, only 
the 13th sample and the 27th sample were classified 
incorrectly and the classification accuracy of test samples 
hit 92.59% (25/27). The possible reason of the error may 
be that the two cases are bad data with measuring errors, or 
they are near the classifying surfaces’ border between 
normal condition and HT, LM-T and normal condition, 
respectively.  

Five fault diagnosis methods are applied to compare 
separately. Those methods include IEC criteria [6], 
RBFNN, SVM, PSOSVM [19] and IICASVM. Since OAO 
scheme is proofed to be the best multiple classification 
scheme in section 4, the OAO scheme is applied in 
PSOSVM and IICASVM. The work was done by Matlab in 
a laptop (Inter Core (TM) i3-2330M CPU, 2.20 GHz). The 
first training of RBFNN was performed in 30 experiments. 
Then the best networks and spread of the radial basis 
kernel can be chosen. RBFNN was searched from 1 to 106. 
When the candidate parameters C and γ are set, they vary 
in the range of two fixed ranges, [10-1 102] and [10-2 102], 
respectively. The population sizes were set to be 20. The 
maximum number of generations equal to 100. Before the 
training, all input data are normalized within the [0 1] 
range. By using the PSOSVM [19], the optimal parameters 
C and γ were 53.2457 and 0.0142 respectively.  

Table 3. Diagnosis results of the five approaches  
DGA content（μL/L） Results 

NO. 
H2 CH4 C2H2 C2H4 C2H6 THC IEC RBFNN SVM PSO 

OAOSVM 
IICA 

OAOSVM
Actual 
fault 

1 11.9 12.4 1.0 13.6 5.9 32.9 LM-T LE-D LE-D LE-D LE-D LE-D 
2 145 68.4 578.2 151.2 1.4 799.2 None* HE-D HE-D HE-D HE-D HE-D 
3 5.1 9.5 1.3 47.9 5.9 64.6 HT HT HT LM-T LM-T LM-T 
4 30 62 3.4 460 60 585.4 HT HE-D HE-D HE-D HT HT 
5 63.0 20.1 93.5 49.0 18.6 181.2 LE-D HE-D HE-D HE-D HE-D HE-D 
6 12.1 3.3 0.2 2.2 9.3 15 Normal Normal Normal Normal Normal Normal 

* ‘None’ means no matching code based on IEC  
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Table 4. Test and training accuracies using five diagnosis 
methods 

Classification accuracies Diagnosis 
approaches C σ2 

Training Testing 
IEC criteria / / 78.6%(191/243) 74.07%(20/27)

RBFNN / / 100%(243/243) 77.78% (21/27)
SVM 50.5555 2.4865 76.95%(187/243) 85.18%(23/27)

PSOOAOSVM 56.2548 2.6541 90.54%(220/243) 88.89%(24/27)
IICAOAOSVM 43.8516 3.6517 94.24%(257/243) 92.59%(25/27)

 
Six samples of the diagnosis results using the five 

approaches are shown in Table 3. The training accuracies 
by the five transformer fault diagnosis methods and the 
diagnosis results in testing accuracies (i.e., the ratio of 
the total number of test data correctly classified to the 
total number of test data) are shown in Table 4. 
According to Table 3 and Table 4, classification accuracy 
of the RBFNN, the IEC criteria, and the SVM with 
random parameters is below 85.18%. The IICASVM and 
the PSOSVM algorithms with the OAO scheme have the 
better diagnosis accuracy, and the IICASVM hits 92.59% 
and has the best classification accuracy in the testing 
phase. It can be concluded that the proposed approach is an 
effective tool for fault diagnosis of transformers. 

 
 

6. Conclusion 
 
This paper proposes a new nonlinear-multiple 

classification SVM model based on improved imperialist 
competitive algorithm for fault diagnosis of oil-immersed 
transformers. Conclusions can be summarized as follows: 

1)  The IICASVM model and the PSOSVM model were 
tested for solving classification problems, including 
iris, wine, and glass classification problem by using 
three benchmark data sets of UIC. By using the two 
classification approaches with the four multiple classi- 
fication schemes, the classification results show that 
PSOSVM and IICASVM are two effective approaches 
for solving classification problem and the OAO performs 
better performance than other schemes in the three 
benchmark classification problems. 

2)  Five classification approaches were studied for fault 
diagnosis of transformers. The classification accuracy 
of the five approaches, including IEC criteria, RBFNN, 
SVM, PSOOAOSVM, the nonlinear-multiple classi-
fication IICAOAOSVM, reaches 74.07%, 77.78%, 
85.18%, 88.89%, 92.59%, respectively. The comparing 
results demonstrate that the proposed IICASVM approach 
has better performance than the other four approaches.  

 
In order to offer more useful information and obtain 

higher accuracy for transformer fault analysis, it is 
necessary to find out and update (or delete) the bad data of 
the training samples by AI approaches. Thus, a subsequent 
work needs to be supplemented in the future study. 
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