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Abstract – Considering the volatility, intermittent and random of photovoltaic (PV) generation 
systems, accurate forecasting of PV power output is important for the grid scheduling and energy 
management. In order to improve the accuracy of short-term power forecasting of PV systems, this 
paper proposes a prediction model based on environmental factors and support vector machine 
optimized by genetic algorithm (GA-SVM). In order to improve the prediction accuracy of this model, 
weather conditions are divided into three types, and the gray correlation coefficient algorithm is used 
to find out a similar day of the predicted day. To avoid parameters optimization into local optima, this 
paper uses genetic algorithm to optimize SVM parameters. Example verification shows that the 
prediction accuracy in three types of weather will remain at between 10% -15% and the short-term PV 
power forecasting model proposed is effective and promising. 
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1. Introduction 
 
PV is used widely because of such advantages as less 

pollution, and the flexibility of scale [1]. However, it is 
difficult for PV systems to implement energy management 
and grid scheduling effectively due to the uncertainty, the 
volatility and intermittent of the PV system affected by 
environmental factors. As a result, the operational risks of 
the power grid increase. Therefore, the accuracy of 24 
hours-ahead PV power forecasting is of great significance.  

Current PV power forecasting method can be classified 
into physical method and statistical method. The physical 
method is to calculate photovoltaic power generation based 
on the environmental information of the photovoltaic cell 
(including the type of weather, solar radiation intensity, 
temperature, etc.), which is more complex. In comparison, 
the statistical method is to calculate the power generation 
based on historical output power data of PV systems, 
which is more widely used. And the statistical method 
includes direct and indirect prediction method. The indirect 
method is to calculate the output power of PV system 
based on the predicted value of solar radiation intensity 
and environmental parameters of the PV system. The direct 
method is to predict the output power directly based on 
historical output power data as input, which is widely used. 
Currently, short-term power forecasting method for PV 
systems mostly is the direct prediction. And depending on 
the mathematical model used, the direct method can be 

divided into time series prediction methods [2, 3], the 
regression model prediction method [4], neural network 
prediction method [5, 6], Markov Chain prediction method 
[7-9] and the like. Among these methods, the artificial 
intelligence algorithm, including the neural network 
algorithm and the probability prediction algorithm, is 
widely used currently. Papers [10-13] establish BP neural 
network model to forecast the PV power output by 
analyzing the influence of solar radiation intensity, 
temperature, cloud cover and other meteorological factors 
on PV output power. The paper [14] establishes dynamic 
Bayesian network model to forecast the probability 
distribution of the short-term power output of PV system, 
after analyzing relationships among the various factors 
affecting the PV system. The paper [15] uses support 
vector machine algorithm to build a predictive model, 
through analyzing the influence of solar radiation intensity 
and temperature for photovoltaic power generation system, 
analyzes and compares prediction accuracy of two different 
weather conditions in Italy. The paper [16] uses quantile 
regression algorithm and random forest algorithm for 
modeling, taking historical generation data, weather 
measurement data as input to get the numerical prediction 
and the probability prediction of photovoltaic power 
generation system. 

After analyzing the effects of different weather types and 
other environmental factors on the PV system, this paper 
classifies the weather categories into three types, and 
determines the similar day of the forecasting day according 
to the gray correlation coefficient algorithm. Then this 
paper takes power data of the similar day and the weather 
data of the forecasting day as inputs of the model, and use 
improved support vector machine algorithm (GA-SVM) to 
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forecast short-term power output of the PV system. At last, 
the simulation example shows the effectiveness of this 
model. Specifically, the contribution of this paper is as 
follows: 

(1) Firstly, we classified the weather categories into three 
types, and used gray correlation coefficient algorithm 
to find the similar day, which was the base of accurate 
forecast of PV power. 

(2) Secondly, the GA algorithm was applied to optimize 
parameters of classical SVM, which can avoid 
parameters optimization into local optima and 
increased the accuracy of classical SVM algorithm to a 
large extent. 

 
 

2. Impact of Environmental Factors on PV 
Systems 

 
The power output of the PV system is greatly influenced 

by the natural environment, including the fixed location, 
irradiation angle, solar radiation intensity, temperature, 
humidity, cloud cover and other environmental variables, 
as well as the conversion efficiency associated with the 
device characteristics. Although the generating capacity of 
the PV system is a non-stationary random process for the 
established photovoltaic array, the time series of the 
historical power has the same source. The data itself 
contains the fixed location, and other factors of the 
irradiation angle. So the time series has a high degree of 
autocorrelation. While the power output of the PV system 
is closely related to the weather type, temperature, solar 
radiation intensity, humidity and other environmental 
factors related, it will be more useful to predict the short-
term output of the PV system accurately, after taking the 
historical power output data and environmental factors 
related as inputs of the forecasting model of the PV 
system. 

 
2.1 The classification of weather category 

 
To establish the corresponding prediction model, it is 

necessary to divide traditional weather category for the 
forecasting model of PV systems. Current weather category 
can be classified into sunny day, cloudy day, overcast day, 
rainy day and foggy day. It is difficult to train the model 
with too many weather types, because it can cause 
feature vector data sets of weather category too scattered. 
Since main natural factors influenced PV system is solar 
radiation intensity and ambient temperature, it will be 
rational for us to classify rainy day and the overcast day 
with small fluctuations, low average in solar radiation into 
one type. According to the fluctuation degree and the 
average value of natural environment, this paper classifies 
the weather category into three types. The result is shown 
in Table 1 [17].  

Table 1. The classification of weather category 

Reclassification of 
weather category Type A Type B Type C 

Traditional weather 
category 

Sunny 
day 

Cloudy 
day 

Rainy day, Overcast 
day, Snowy day 

 
2.2 The selection of the similar day 

 
Determine the forecasting day’s weather type according 

to this day’s weather data. Then select its corresponding 
similar day based on gray correlation coefficient algorithm, 
and take this day’s power output data as the input of the 
forecasting model. 

Because the solar radiation intensity, temperature and 
humidity are the key to the determination of the class of 
weather type, and the papers [18-19] analyze the fluctuation 
of different weather factors to the power output of the PV 
system. We analyze the relevance of various weather factors 
and photovoltaic power, and then select the maximum 
solar radiation intensity, the minimum solar radiation 
intensity, the highest temperature, the lowest temperature, 
and humidity as feature amounts of similar day. 

The meteorological eigenvector selected is shown as 
follows: 
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where, hil indicates the value of the maximum solar 
radiation intensity in the thi  day; lil  indicates the value 
of the minimum solar radiation intensity in the thi  day; 

hit indicates the value of the highest temperature in the thi  
day; lit  indicates the value of the lowest temperature in 
the thi  day; ih  indicates the value of the humidity in the 

thi day. 
The formula of the correlation coefficient is shown as 

follows: 
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where, 0 ( )x j  is the thj feature vector of the predicted 
day; ( )ix j  is the thj feature vector of the thi  day. ρ is 
taken as 0.5. 

The formula of the similarity between the predicted day 
and the thi  history day is shown as follows: 
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The day with the max similarity is taken as the similar 

day of the forecast day [18-19]. 
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3. The Algorithm of Support Vector  
Machine 

 
The network structure of support vector machine (SVM) 

is shown in Fig. 1. 
The input is represented by ix . ( ),ik x x  represents the 

kernel function. ia  represents the weight. And the output 
is represented by y. Compared with the traditional artificial 
neural network, support vector machines is a multilayer 
perception including a hidden layer. And hidden nodes 
and network weights are calculated automatically by the 
algorithm [20-21]. 

To a given sample ( ){ }( ), 1, 2, ,i ix y i n= , ix  is the 
Input vector; iy  is the output vector; n  is the sample size. 
The algorithm of SVM utilizes the linear function below to 
implement the regression forecasting.  

 
 ( ) ( )( ),NY f x x bω ϕ= = +   (4) 

 
where, ω  is the weight vector; ( )xϕ  is the corresponding 
high-dimensional feature space; b is the offset. 

To achieve the goal of structural risk minimization, the 
hazard function is defined as follows: 
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where, ε  is called loss parameter. 

To train parameters b and ω , minimize the following 
function: 
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∑  is experience error; C is called 

regularization parameter. 
 

 
Fig. 1. Structure of SVM 

To solve the optimization problem proposed upon, 
introduce slack variables ζ  and *ζ . Then the objective 
function is shown as follows: 
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Use the Lagrange function to transform the objective 

function. The function is shown as follows: 
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where, ( 1, 2, 3... )i n= ; n  is the sample size; *, ,i iα α  

*, 0i ir r > , and * *, , ,i i i ir rα α  are all Lagrange multipliers. 
Based on the extreme condition of the function L  upon 

and the equation ( ) ( ) ( , )i ix x k x xφ φ = , the regression 
function is shown as follows: 
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where, ( , )ik x x  is called kernel function. 

In this paper, Gaussian function is selected as the kernel 
function. The kernel function is shown as follows: 
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where, σ  is Gauss parameter. 

 
 

4. Short-term PV Power Generation Forecasting 
Model Based on GA-SVM 

 
Genetic algorithm (GA) is a kind of optimization 

algorithm through simulating Darwin’s biological evolution 
process. For this algorithm, any one group can be set as a 
starting point, and a new individual with better adaptability 
will be produced after operations of random selection, 
crossover and mutation. On the basis of the constraint, 
Groups will move toward a better search space to find out 
the individual with the highest adaptability through the 
survival of the fittest mechanism. This individual is the 
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optimal solution of the optimization problem [22-23]. It is 
faster to find the optimal solution of parameters after the 
optimization of the genetic algorithm. 

 
4.1 The input and output of the forecasting model 

 
The input data of the forecasting model includes two 

types, namely, environmental factors data of the predicted 
day, including the temperature and weather humidity of 
the sampling point before the predicted point (Sampling 
interval is 15min) from numerical weather prediction 
(NWP), and historical power output data, including the 
data of the predicted point and the data of the two adjacent 
time points before and after the predicted point (Sampling 
interval is 15min). For the boundary points, the historical 
power output data just includes the power data of two 
points. For the point of 6:00, the historical power output 
data includes the data of the predicted point 6:00 and the 
data of the point after the predicted point 6:15. And for the 
point of 19:00, the historical power output data includes 
the data of the point 19:00 and the data of the point 18:45. 

The output data of the forecasting model is the power 
output of the PV system at every predicted point of the 
forecasting day (Sampling interval is 15min).In this paper, 
there are 53 predicted points. 

The data of input and output of the prediction model is 
shown in Fig. 2. The input data of the forecasting model 
includes two types. And the sampling interval time is 15 
min. The interval time of the output power is also 15 min. 
The detailed progress of GA-SVM model is shown in 
Fig. 2. 

Where, P
iX  is the predicted point of the predicted day; 

S
iX  is the point of the similar day which is at the same 

moment with the point P
iX  in the predicted day; 1

S
iX −  is 

the point just before the point S
iX ; 1

S
iX +  is the point just 

after the point S
iX ; { }1,2, ,53i = . 

4.2 The main process of the forecasting model 
 
Two parameters, namely regularization parameter and 

kernel parameter, need to be optimized in the short-term 
forecasting model based on SVM. Considering the 
advantages of GA, such as simple structure, strong 
generalization ability, and robustness, this paper uses GA to 
optimize model parameters, which can accelerate the 
convergence speed of the model. The main steps are shown 
as follows: 

 
4.2.1 Determine the coding mode 

 
To optimize regularization parameter and kernel 

parameter of the forecasting model is a complex continuous 
nonlinear optimization problem. For the binary encoding, 
the coding string is too long. It will decline the accuracy 
because of the reason that SVM is sensitive for initial 
parameters. While for the float encoding, the value of each 
individual gene is represented by a float within a certain 
range, namely the true value of the decision variable is 
used. This coding mode is suitable for the situation that 
the presented decision variable has a wide range. And the 
precision is also higher than that of binary encoding 
method. At the same time, this coding mode improves 
the computational complexity and operational efficiency 
of GA. So this paper selects the float encoding method as 
the coding mode of the forecasting model. 

 
4.2.2 Generate the initial population 

 
If the scale of the initial population is large, it is possible 

to maintain the genetic diversity of the population to 
some extent. And the predicted model will have a 
stronger global optimization capability. But the cost is 
that the iterative calculation time increases. While if the 
scale of the initial population is too small, it may lead to 
local minima problems, although it will have a fast 
convergence rate. In this paper, for the GA-SVM model, 
parameters to be optimized are regularization parameter C 
and Gauss parameter σ . We should generate the initial 
population for them. After a series of simulation, we obtain 
the size of the generation. And then, the initial population 
is generated. The initial population of the parameter C is 
randomly generated between 0 and 1, and the initial 
population of the parameter σ  is randomly generated 
between 0 and 100. 

 
4.2.3 Select the fitness function 

 
SVM desires the output of the forecasting model 

becoming excellent in the training process. This algorithm 
requires the sum of squared errors between the predicted 
output and the actual output of the system less than a preset 
accuracy, and the smaller the better. So the fitness function 
is shown as follows: Fig. 2. The data of input and output of the prediction model
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Fig. 3. The flow chart of the GA-SVM model 
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where, l is the learning sample; ( )y i  is the actual power 
output; ( )my i  is the expected power output; ( )e i  is the 
error between ( )y i  and ( )my i . 

The flow chart of the GA-SVM model is shown in 
Fig. 3. 

 
4.2.4 Optimize the model parameter 

 
Optimize the regularization parameter and kernel 

parameter of the model by operations of selection, 
crossover and mutation. To avoid gene missing and 
improve the global convergence of the algorithm, this 
paper uses the fitness of individuals to perform selection 
operation. And the specific operation is as follows: To find 
out the highest degree of fitness of the individual and the 
lowest individual in the current population; if the current 
best individual's fitness is even higher than the overall best 
individual's fitness, replace the overall best individual as 
the current best individual and take the place of the worst 
individual in the current population as the overall best 
individual. The specific operation of the crossover operation 
is as follows: First, select a point as the intersection 
randomly in the chromosome. Then combine a new 
chromosome with the string in front of the first father 
chromosome’s intersection and the string after the second 
father chromosome’s intersection. And combine another 

chromosome with the string before the second father 
chromosome’s intersection and the string after the first 
father chromosome’s intersection. The mutation operation 
changes the character value of some chromosome gene 
with a certain probability to maintain the diversity of 
species. 

 
 

5. Example Verification 
 
Based on the measured power data of Key Laboratory of 

Smart Grid of Ministry of Education in Tianjin University 
and the weather data from NWP, establish and verify the 
short-term power forecasting model of the PV system. In 
this paper, we establish the forecasting model to predict the 
24 hours-ahead power output. 

Through classifying the original weather category into 
three types, this paper establishes different forecasting 
models according to corresponding weather type. 

0.8bestC = , Gauss parameter 24.5bestσ = . Enter the 
parameter value into the forecasting model. Then calculate 
the power output of the PV system after sample training. 
Finally compare the predicted power with the actual power 
output and the power output of the forecasting model based 
on SVM without the optimization algorithm. The results 
are shown in Fig. 4, Fig. 6 and Fig. 8 corresponding to 
the three weather type. And relative errors of the two 
forecasting models are shown in Fig. 5; Fig. 7 and Fig. 9. 

The way to calculate relative error (RE) is shown as 

Fig. 4. The actual power and forecasting power in the 
weather type A 

 

Fig. 5. Relative errors in the weather type A 
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follows: 
 

 100%actual priditatedP P
RE

P

−
= ×

actual

  (12) 

 
Through analyzing Fig. 4 and Fig. 5, the forecasting 

result of the model based on GA-SVM is better in the 
condition of weather type A with the smooth change of the 
solar radiation intensity and temperature. The overall 
relative error is maintained within the range of 10%, while 
the error of the SVM model is within the range of 10% to 
15%. It is obvious that the improved SVM model has better 
prediction accuracy. 

From Fig. 6 and Fig. 7, the forecasting result of the GA-
SVM model is also better in the condition of type B with a 
certain volatility of the solar radiation intensity and 
temperature. The relative error of the GA-SVM model is 
maintained within the 10% - 15% range, while the error of 
the SVM prediction model in the range of 15% - 20 %. As 
a result, the prediction accuracy of the improved SVM 
model is higher. 

As it can be seen from Fig.8 and Fig.9, in the condition 
of weather type C with low solar radiation intensity and 
temperature, the power output is low and the relative error 
is larger than that of the weather type A and B. From Fig.9, 
we can see the predicted fluctuation range is greater and 
the relative error is maintained in the range of 10% - 20%. 

But the GA-SVM forecasting model also has better 
prediction accuracy than the SVM model. 

Meanwhile, from Fig. 5, Fig. 7 and Fig. 9, the forecasting 
error of the model is very large when the actual power 
output is small, for example in periods of 6:00 - 8:00 and 
17:00 - 19:00. The main reason is that environmental 
factors such as haze reduce atmospheric transparency. As a 
result, the prediction accuracy is relatively high with small 
effect in the period of 8:00 - 17:00. 

To compare the accuracy of SVM and GA-SVM 
algorithms in different weather condition, we list the 
relative errors of two models in three types of weather in 
Table 2. 

It can be seen from Table 2 that the forecast result of 
GA-SVM model is more accurate than that of SVM no 
matter what the weather is.  

 
 

6. Conclusions 
 
In order to effectively alleviate many of the adverse 

impacts of grid scheduling, energy management and 

Fig. 6. The actual power and forecasting power in the 
weather type B 

 

Fig. 7. Relative errors in the weather type B 

 
Fig. 8. The actual power and forecasting power in the 

weather type C 
 

 
Fig. 9. Relative errors in the weather type C 

 
Table 2. The relative errors in different condition 

 Type A (Sunny) Type B (Cloudy) Type C (Rainy)
GA-SVM 9.28% 11.04% 13.23% 

SVM 12.25% 16.73% 15.21% 
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other aspects affected by the PV system, the short-term 
prediction of photovoltaic power generation is necessary. 
This paper establishes the forecasting model of PV system 
based on the improved support vector machine algorithm 
(GA-SVM). Through classifying the original weather 
category into three types, this paper establishes different 
forecasting models according to corresponding weather 
type. To improve the prediction accuracy of the forecasting 
model, this paper uses genetic algorithm to optimize the 
parameters of the model. Finally, through the comparison 
of forecasting results between the GA-SVM model and the 
SVM model, it is shown that the proposed algorithm and 
forecasting model are effective and promising. 
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