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[Abstract]

Human dance is difficult to learn since there is no effective way to imitate an expert’s motion, a sequence of complicated body
movements, without taking an actual class. In this paper, we propose a dance learning system using human depth information. In
the proposed system, a set of example motions are captured from various expert dancers through a marker-free motion capture and
archived into a motion database server for online dance lessons. Given the end-user devices such as tablet and kiosk PCs, a
student can learn a desired motion selected from the database and send one’s own motion to an instructor for online feedback.
During this learning process, our system provides a posture-based motion search and multi-mode views to support the efficient
exchange of motion data between the student and instructor under a networked environment. The experimental results demonstrate
that our system is capable to improve the student’s dance skills over a given period of time.
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Fig. 1. Overall system for dance learning
| . Introduction period of time.

Culture contents such as dance and song are attracting much
attention worldwide as seen from the recent increase in popularity
of Korean culture (i.e. Hallyu). According to UNESCO, culture
contents belong to the intangible cultural heritage that become
oblivious if not properly recorded and passed down to
descendants [1, 2]. Over years, learning such culture contents has
been mainly relied on a simple view on images and videos
streamed from online web sites (i.e. Youtube and Google Video).
In a such one-way learning process, a student lacks of the
expert’s feedback and has much difficulty in understanding key
factors in the contents. This is especially true for the active
contents such as dance, where a student should imitate
complicated movements demonstrated from an instructor. For this
reason, taking an actual class has been the most effective way to
improve the dance skills based on the physical guidance of an
instructor. However, some students simply do not have enough
time to attend an actual class and to receive a proper feedback for
dance guidance.

In this paper, we propose a dance learning system using
human depth information. As seen in Figure 1, a set of example
motions are captured from various expert dancers by using a
marker-free motion capture, which consists of multiple RGB-D
camera sensors. During the example motion capture, a set of
RGB images at different viewpoints are reconstructed into 3D
skeletal data and then archived into a motion database server for
online lessons. Given the end-user devices such as tablet and
kiosk PCs, the student can view and imitate a desired motion
selected from the database. Using a RGB-D camera sensor
attached to the device, the student can capture one’s own motion
and send it to an instructor through the online database. During
this learning process, our system provides a posture-based motion
search and multi-mode views to support an efficient exchange of
motion data between the student and instructor under a networked
environment. The experiment results demonstrate that our system

is capable to improve the student’s dance skills over a given
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II. Related Works

Learning dance motions without an instructor has long been
suggested in different fields. As shown in Figure 2, different
movement notes (i.e. Labanotation and EWMN) are used to
express a sequence of body movements over time in the
classical dance field [3, 4]. Later, these notations are digitalized
into motion editing applications such as Isadora and
DanceForms [5, 6]. However, these notes and applications
require an extensive knowledge in human motion properties to
edit human movements, which is not applicable to general
users.

Based on the real-time motion capture technique, several
video games such as Dance Central and Just Dance series, are
introduced to imitate popular dances [7, 8]. In these systems, a
single RGB-D camera sensor such as MS Kinect, is used to
capture a player’s motion [9]. During the game play, the
captured motion is compared against the expert’s motion stored
in the game content for scores. However, these systems are
mainly designed for an entertainment purpose and do not
provide precise corrections on the user’s motions. Recently, a
virtual reality is added to the dance training system with the
motion capture technique [10]. In this system, a student
imitates an instructor’s motion projected on the wall. However,
the student should wear a special suit with a number of markers
attached in order to imitate the expert motion. In addition, the
overall system cost is expensive and requires a large space due
to the optical motion capture system used; thus, it is not

suitable for general students.

[ll. Dance Learning System

3-1 Example Motion Acquisition
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Fig. 3. 3D skeletal motion reconstructed for example motion

(c) Dance Central Spotlight by Harmonix [6]

Fig. 2. Different systems used for dance learning

In our system, a set of example motions are captured from
various expert dancers by using a marker-free motion capture,
which allows a maximum freedom of movements during a
dance performance. As shown in Figure 1, multiple RGB-D
camera sensors (i.e. MS Kinect v2) are adopted to capture
different dance types. For each camera, a sequence of color
images along with corresponding depth data are retrieved at a
different viewpoint. Based on the iterative closet point (ICP)
method, a set of depth data are reconstructed into a single 3D
skeletal motion by fusing a set of point clouds into one

Fig. 4. User motion captured from a depth sensor: RGB
image(left), depth image (middle), and filtered depth
image with extreme points (red dots) and feature
vectors (white and red arrows)

reference coordinate [11]. As shown in Figure 3, the
reconstructed skeletal data are archived into the motion
database with corresponding image sequences. These motion
data are used as examples for online dance lessons, which can
be accessed through the end-user devices. All the data in the
database are segmented and labeled carefully by dance experts

as a preprocessing step.

3-2 User Motion Abstraction and Comparison

Given the end-user devices, a student can browse and
retrieve a desired motion from the database. Using a attached
RGB-D camera (i.e. Kinect v2) on the device, the student can
capture one’s own motion and send it to an instructor for online
feedback. While both example and user motions are archived
into the database, its size grows fast, making the motion search
a time-consuming job. Furthermore, the 3D skeleton
reconstructed from the Kinect SDK is sensitive to the occlusion

problem if not used with multiple cameras [12].
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Fig. 5. Multi-view modes for online dance lessons

In our system, a user motion is abstracted by estimating a
set of feature vectors. As seen in Figure 4, a depth image,
which consists of a set of point clouds, is retrieved from a
single depth sensor and filtered by subtracting a background
noise. From the filtered depth image, a set of extreme points,
p;, where ¢ S[Center, Head, HandRight, HandLeft,
AnkleRight, AnkleLeft], are detected from the human body
parts. For an efficient search for p;, a quadtree structure is
applied to limit the search area, while histogram of oriented
gradients (HOG) and support vector machine (SVM) are used
to specify p; from the segmented body parts [13].

Given p;, a set of feature vectors, v;, where J € [Head,
HandRight, HandLeft, AnkleRight, AnkleLeff], can be estimated

between the extreme points while a body orientation vector, 72,

is estimated at p,,,.,. For a posture comparison between a
frame in an example motion, P4, and a frame in a user
motion, Pp, their similarity is measured as a minium sum of

weighted angular differences:
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Table 1. Dance motion database: All example motion are

archived at 30 fps.

Category Types Total Frames (s)
Ballet 25 255,210 (8507)
K-pop 10 63,660 (2122)

Traditional Korean 10 63,330 (2111)

more precise comparison.
Given a single posture captured from the user, our system
lists similar postures in the similarity order. To avoid abundant

search results, a window size of /V [ frames are used to skip the

similar postures in neighbor frames.
3-3 Online Dance Lesson

In our system, a student and an instructor exchanges motion
data (i.e. image sequences and 3D skeletal motion) through the
motion database server using the end-user devices. As seen in
Figure 5, the student can browse the database and selects a
desired motion for an online lesson. For this learning process,
our system provides different view modes: the multi-channel
view for displaying an example motion at different angles, the
3D character view for displaying an example motion in an
articulated polygonal model, and the side-to-side comparison
view for displaying an expert and a user motion at the same
time.

Using the attached camera sensor on the device, the student
can capture and send one’s own dance movements to an
instructor for online feedback. Using another device, the
instructor can review the captured motion and send it back to
the user through the online database server. For the instructor,
an editing view is provided to allow correction marks on the
frames in the input motion sequence. It is noteworthy that this
online interaction can be made in real time if the devices are
connected in broadband connections between the student and
instructor.

V. Experimental Results

For the motion database, various example motions were
captured from ballet, K-pop, and traditional Korean dancers.
Table 1 shows different types and the total frames (seconds)
captured for each of the dance category.

To demonstrate the effectiveness of our system, a total of 10
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Fig. 6. Dance learning performance of participants over
weeks

students, who had not formerly taken any dance lesson,
participated in online dance lessons such as ballet, K-pop, and
traditional Korean, using our system. Over four weeks, each
student has taken the learning session 3 to 4 times a week for
each dance category and received online feedbacks from an
instructor. At the end of each week, the instructor scores the
performance level for each student by counting the number of
incorrect key postures performed by the students. Figure 6 shows
that most of the participants have improved their performance
levels over the given period of time. It is noteworthy that the
increase in their performance levels differs from one dance
category to another. For example, most participants have felt the

http://www.dcs.or.kr
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K-pop dance is the most difficult to learn while the traditional
Korean dance is least difficult from the online lessons.

V. Conclusion

The proposed system is designed to provide online dance
lessons for a student who is unable to attend an actual class. For
the motion database, a set of example motions are captured from
various expert dancers via the marker-free motion capture. Using
the end-user devices such as table and kiosk PCs, the student can
select and practice a desired motion from the database while an
instructor can review the motions sent from the student under a
networked environment. During this learning process, our system
provides the posture-based motion search and multi-view modes
to support the efficient exchange of motion data between the
student and instructor. The experimental results demonstrate that
our system is capable to improve the student’s dance skills over a

given period of time.
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