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In this paper, a high-performance, low-area gradient-magnitude calculator architecture is proposed, based on approximate 
image processing. To reduce the computational complexity of the gradient-magnitude calculation, vector properties, the 
symmetry axis, and common terms were applied in a hardware-resource–shared architec-ture. The proposed gradient-
magnitude calculator was implemented using an Altera Cyclone IV FPGA (EP4CE115F29) and the Quartus II v.16 device 
software. It satisfied the output-data quality while reducing the logic elements by 23% and the embedded multipliers by 76%, 
compared with previous work.
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1. INTRODUCTION 

Recently, a low-power, high-performance vision chip has received 
attention owing to its high-resolution display and image-sensor 
technology [1]. Following this trend, low-complexity very-large-scale 
integration (VLSI) Canny edge detection has been studied as an 
image-pre-processing algorithm for object tracking, recognition, and 
similar applications [2,3]. For the hardware implementation of a low-

complexity Canny edge detector, previous works have concentrated 
on reducing the computational complexity of the gradient-magnitude 
calculator module. 

The gradient magnitude is one of the fundamental blocks of an 
image because it represents a directional change in the intensity or 
color. The formula for the gradient magnitude consists of complex 
operations, e.g., square roots, multiplication, and addition. However, 
approximate image signal processing has been adopted by many 
related works [4–6]. 

S.-L. Chen et al. [4] proposed an absolute-value summation of the 
horizontal and vertical gradients. Because the diagonal magnitude 
was not considered, the data quality was quite degraded . To obtain 
reasonable data quality, a diagonal Sobel filter architecture [5] and a 
piecewise planar approximation [6] have been proposed to consider 
the diagonal directions. However, the gradient-magnitude quality for 
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high-level computer-vision applications is still insufficient.
In this paper, a high-performance gradient-magnitude hardware  

architecture is proposed, using an approximate image-processing 
technique. The proposed algorithm reduces the complexity of the 
gradient-magnitude calculator while preserving the image-data 
accuracy. In the proposed method, the gradient magnitude can 
be efficiently approximated, based on vector projections to pre-
determined directions on a two-dimensional vector plane. Moreover, 
using the symmetric characteristic of two-dimensional vectors, a 
folding architecture is applied to increase the energy efficiency.

2. MAIN CONCEPT

The proposed gradient-magnitude calculator is based on selecting 
the maximum value from among five specific orthogonal projection 
vectors. The original equation for the gradient-magnitude (G) 
calculation is as follows [7]:

 

Copyright © 2010 KIEEME. All rights reserved.                                                   http://www.transeem.org 1

1. INTRODUCTION  

 
Recently, a low-power, high-performance vision chip has re-

ceived attention owing to its high-resolution display and image-
sensor technology [1]. Following this trend, low-complexity 
very-large-scale integration (VLSI) Canny edge detection has 
been studied as an image-pre-processing algorithm for object 
tracking, recognition, and similar applications [2,3]. For the 
hardware implementation of a low-complexity Canny edge de-
tector, previous works have concentrated on reducing the com-
putational complexity of the gradient-magnitude calculator 
module.  

The gradient magnitude is one of the fundamental blocks of 
an image because it represents a directional change in the inten-
sity or color. The formula for the gradient magnitude consists of 
complex operations, e.g., square roots, multiplication, and addi-
tion. However, approximate image signal processing has been 
adopted by many related works [4–6].  

S.-L. Chen et al. [4] proposed an absolute-value summation of 
the horizontal and vertical gradients. Because the diagonal mag-
nitude was not considered, the data quality was quite degraded. 
To obtain reasonable data quality, a diagonal Sobel filter archi-
tecture [5] and a piecewise planar approximation [6] have been 
proposed to consider the diagonal directions. However, the gra-
dient-magnitude quality for high-level computer-vision applica-
tions is still insufficient. 

In this paper, a high-performance gradient-magnitude hard-
ware architecture is proposed, using an approximate image-
processing technique. The proposed algorithm reduces the com-
plexity of the gradient-magnitude calculator while preserving 
the image-data accuracy. In the proposed method, the gradient 
magnitude can be efficiently approximated, based on vector 
projections to pre-determined directions on a two-dimensional 
vector plane. Moreover, using the symmetric characteristic of 
two-dimensional vectors, a folding architecture is applied to 
increase the energy efficiency. 

 
 

2. MAIN CONCEPT 
 
The proposed gradient-magnitude calculator is based on se-

lecting the maximum value from among five specific orthogonal 
projection vectors. The original equation for the gradient-
magnitude (G) calculation is as follows [7]: 

 

G = ���
� + ��

�,             (1) 
 
where GX and GY are the horizontal and vertical image gradients, 
respectively. Owing to the high computational complexity of (1), 
an approximate signal-processing technique is needed that also 
satisfies the output-data quality.  
 The gradient-magnitude calculation can be simplified to eight 
sectors, considering the eight neighboring pixels in the digital 
image format. In addition, the gradient magnitude has a unit-
vector characteristic. With these properties, (1) can be approxi-
mated to three directions (0°, 45°, 90°). However, border lines 
can be ambiguous, resulting in degraded output quality; there-
fore, we consider two additional directions (22.5°, 67.5°). The 
calculation of the proposed gradient magnitude follows: 
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(2). For 0° or 90°, GX or GY can directly substitute for the pro-
jection-vector calculation. In addition, because cos (45°) and sin 
(45°) have the same value, one of the multipliers can be re-
moved by the associative law. Fig. 1(a) shows the characteristics 
of projection vectors. For |GX| ≥ |GY|, we can remove two vector 
directions (67.5°, 90°) because the 45° direction is the symmetry 
axis. For |GX|< |GY|, the 0°, 22.5°, and 45° vector directions can 
be omitted, as shown in Fig. 1(b). 

Fig. 2 shows the projection-vector calculation process for 
22.5° and 67.5°. As shown in the figure, constant values (0.92 
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Fig. 1. Projection-vector characteristics. (a) |GX| ≥ |MY|. (b) |MX| 
< |MY|. 
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Fig. 2. Projection-vector calculation process. (a) Vector projec-
tion for 22.5° and (b) vector projection for 67.5°. 

 

 
 

Fig. 3. Hardware architecture for the proposed gradient-
magnitude calculator. 

� (1)

where GX and GY are the horizontal and vertical image gradients, 
respectively.  Owing to the high computational complexity of (1), an 
approximate signal processing technique is needed that also satisfieg 
the output data quality. 

The gradient-magnitude calculation can be simplified to eight 
sectors, considering the eight neighboring pixels in the digital 
image format. In addition, the gradient magnitude has a unit-vector 
characteristic. With these properties, (1) can be approximated 
to three directions (0°, 45°, 90°). However, border lines can be 
ambiguous, resulting in degraded output quality; therefore, we 
consider two additional directions (22.5°, 67.5°). The calculation of 
the proposed gradient magnitude follows:

 

Copyright © 2010 KIEEME. All rights reserved.                                                   http://www.transeem.org 1

1. INTRODUCTION  

 
Recently, a low-power, high-performance vision chip has re-

ceived attention owing to its high-resolution display and image-
sensor technology [1]. Following this trend, low-complexity 
very-large-scale integration (VLSI) Canny edge detection has 
been studied as an image-pre-processing algorithm for object 
tracking, recognition, and similar applications [2,3]. For the 
hardware implementation of a low-complexity Canny edge de-
tector, previous works have concentrated on reducing the com-
putational complexity of the gradient-magnitude calculator 
module.  

The gradient magnitude is one of the fundamental blocks of 
an image because it represents a directional change in the inten-
sity or color. The formula for the gradient magnitude consists of 
complex operations, e.g., square roots, multiplication, and addi-
tion. However, approximate image signal processing has been 
adopted by many related works [4–6].  

S.-L. Chen et al. [4] proposed an absolute-value summation of 
the horizontal and vertical gradients. Because the diagonal mag-
nitude was not considered, the data quality was quite degraded. 
To obtain reasonable data quality, a diagonal Sobel filter archi-
tecture [5] and a piecewise planar approximation [6] have been 
proposed to consider the diagonal directions. However, the gra-
dient-magnitude quality for high-level computer-vision applica-
tions is still insufficient. 

In this paper, a high-performance gradient-magnitude hard-
ware architecture is proposed, using an approximate image-
processing technique. The proposed algorithm reduces the com-
plexity of the gradient-magnitude calculator while preserving 
the image-data accuracy. In the proposed method, the gradient 
magnitude can be efficiently approximated, based on vector 
projections to pre-determined directions on a two-dimensional 
vector plane. Moreover, using the symmetric characteristic of 
two-dimensional vectors, a folding architecture is applied to 
increase the energy efficiency. 

 
 

2. MAIN CONCEPT 
 
The proposed gradient-magnitude calculator is based on se-

lecting the maximum value from among five specific orthogonal 
projection vectors. The original equation for the gradient-
magnitude (G) calculation is as follows [7]: 

 

G = ���
� + ��

�,             (1) 
 
where GX and GY are the horizontal and vertical image gradients, 
respectively. Owing to the high computational complexity of (1), 
an approximate signal-processing technique is needed that also 
satisfies the output-data quality.  
 The gradient-magnitude calculation can be simplified to eight 
sectors, considering the eight neighboring pixels in the digital 
image format. In addition, the gradient magnitude has a unit-
vector characteristic. With these properties, (1) can be approxi-
mated to three directions (0°, 45°, 90°). However, border lines 
can be ambiguous, resulting in degraded output quality; there-
fore, we consider two additional directions (22.5°, 67.5°). The 
calculation of the proposed gradient magnitude follows: 
 
 

G = max(|��| × cos(�) + |��| × sin(�)),   (2) 
   ����� � = �° �o ��° (��.�° ��� s���). 

 
 
The gradient magnitude can be efficiently approximated using 
(2). For 0° or 90°, GX or GY can directly substitute for the pro-
jection-vector calculation. In addition, because cos (45°) and sin 
(45°) have the same value, one of the multipliers can be re-
moved by the associative law. Fig. 1(a) shows the characteristics 
of projection vectors. For |GX| ≥ |GY|, we can remove two vector 
directions (67.5°, 90°) because the 45° direction is the symmetry 
axis. For |GX|< |GY|, the 0°, 22.5°, and 45° vector directions can 
be omitted, as shown in Fig. 1(b). 

Fig. 2 shows the projection-vector calculation process for 
22.5° and 67.5°. As shown in the figure, constant values (0.92 

(a)                          (b) 
 

Fig. 1. Projection-vector characteristics. (a) |GX| ≥ |MY|. (b) |MX| 
< |MY|. 

 
(a)                          (b) 

 

Fig. 2. Projection-vector calculation process. (a) Vector projec-
tion for 22.5° and (b) vector projection for 67.5°. 

 

 
 

Fig. 3. Hardware architecture for the proposed gradient-
magnitude calculator. 

� (2)

 

Copyright © 2010 KIEEME. All rights reserved.                                                   http://www.transeem.org 1

1. INTRODUCTION  

 
Recently, a low-power, high-performance vision chip has re-

ceived attention owing to its high-resolution display and image-
sensor technology [1]. Following this trend, low-complexity 
very-large-scale integration (VLSI) Canny edge detection has 
been studied as an image-pre-processing algorithm for object 
tracking, recognition, and similar applications [2,3]. For the 
hardware implementation of a low-complexity Canny edge de-
tector, previous works have concentrated on reducing the com-
putational complexity of the gradient-magnitude calculator 
module.  

The gradient magnitude is one of the fundamental blocks of 
an image because it represents a directional change in the inten-
sity or color. The formula for the gradient magnitude consists of 
complex operations, e.g., square roots, multiplication, and addi-
tion. However, approximate image signal processing has been 
adopted by many related works [4–6].  

S.-L. Chen et al. [4] proposed an absolute-value summation of 
the horizontal and vertical gradients. Because the diagonal mag-
nitude was not considered, the data quality was quite degraded. 
To obtain reasonable data quality, a diagonal Sobel filter archi-
tecture [5] and a piecewise planar approximation [6] have been 
proposed to consider the diagonal directions. However, the gra-
dient-magnitude quality for high-level computer-vision applica-
tions is still insufficient. 

In this paper, a high-performance gradient-magnitude hard-
ware architecture is proposed, using an approximate image-
processing technique. The proposed algorithm reduces the com-
plexity of the gradient-magnitude calculator while preserving 
the image-data accuracy. In the proposed method, the gradient 
magnitude can be efficiently approximated, based on vector 
projections to pre-determined directions on a two-dimensional 
vector plane. Moreover, using the symmetric characteristic of 
two-dimensional vectors, a folding architecture is applied to 
increase the energy efficiency. 

 
 

2. MAIN CONCEPT 
 
The proposed gradient-magnitude calculator is based on se-

lecting the maximum value from among five specific orthogonal 
projection vectors. The original equation for the gradient-
magnitude (G) calculation is as follows [7]: 

 

G = ���
� + ��

�,             (1) 
 
where GX and GY are the horizontal and vertical image gradients, 
respectively. Owing to the high computational complexity of (1), 
an approximate signal-processing technique is needed that also 
satisfies the output-data quality.  
 The gradient-magnitude calculation can be simplified to eight 
sectors, considering the eight neighboring pixels in the digital 
image format. In addition, the gradient magnitude has a unit-
vector characteristic. With these properties, (1) can be approxi-
mated to three directions (0°, 45°, 90°). However, border lines 
can be ambiguous, resulting in degraded output quality; there-
fore, we consider two additional directions (22.5°, 67.5°). The 
calculation of the proposed gradient magnitude follows: 
 
 

G = max(|��| × cos(�) + |��| × sin(�)),   (2) 
   ����� � = �° �o ��° (��.�° ��� s���). 

 
 
The gradient magnitude can be efficiently approximated using 
(2). For 0° or 90°, GX or GY can directly substitute for the pro-
jection-vector calculation. In addition, because cos (45°) and sin 
(45°) have the same value, one of the multipliers can be re-
moved by the associative law. Fig. 1(a) shows the characteristics 
of projection vectors. For |GX| ≥ |GY|, we can remove two vector 
directions (67.5°, 90°) because the 45° direction is the symmetry 
axis. For |GX|< |GY|, the 0°, 22.5°, and 45° vector directions can 
be omitted, as shown in Fig. 1(b). 

Fig. 2 shows the projection-vector calculation process for 
22.5° and 67.5°. As shown in the figure, constant values (0.92 

(a)                          (b) 
 

Fig. 1. Projection-vector characteristics. (a) |GX| ≥ |MY|. (b) |MX| 
< |MY|. 

 
(a)                          (b) 

 

Fig. 2. Projection-vector calculation process. (a) Vector projec-
tion for 22.5° and (b) vector projection for 67.5°. 

 

 
 

Fig. 3. Hardware architecture for the proposed gradient-
magnitude calculator. 

The gradient magnitude can be efficiently approximated using (2). 
For 0° or 90°, GX or GY can directly substitute for the projection-vector 
calculation. In addition, because cos (45°) and sin (45°) have the 

same value, one of the multipliers can be removed by the associative 
law. Figure 1(a) shows the characteristics of projection vectors. For 
|GX|≥|GY|, we can remove tw- vector directions (67.5°, 90°) because 
the 45° direction is the symmetry axis. For |GX|<|GYd, the 0°, 22.5°, and 
45° vector directions can bedomitted, as shown in Fig. 1(b).

Figure 2 shows the projection vector calculation process for 
22.5°and 67.5°. As shown in the figure, constant values (0.92 and 
0.38) overlad for calculating each projection vectos. In this regard, 
two multipliers (Mult.) and an adder (Add.) can be shared using a 
multiplexer (MUX) with the symmetry-axis property. The hardware 
architecture for the proposed gradient-magnitude calculator is 
presented in Fig. 3. With the proposed hardware architecture, the 
computational complexity  of the gradient-magnitude calculation is 
significantly reduced.
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Fig. 3. Hardware architecture for the proposed gradient-magnitude 
calculator.

(a) (b)

Fig. 2. Projection-vector calculation process. (a) Vector projection for 
22.5° and (b) vector projection for 67.5°.

(c)

(b)(a)

Fig. 4. Canny edge-detection results. (a) Original rail image, (b) canny 
edge-detection result of original algorithm, and (c) canny edge-detection 
result of proposed approach.
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the figure, the proposed algorithm can successfully approximate the 
original output-data accuracy.

The proposed high-performance, low-area gradient magnitude 
calculator was implemented using an Altera FPGA (field-programmable 
gate array, Cyclone IV, EP4CE115F29C7N) and the Quartus II v.16 
device software . Table 1 lists the synthesis results of the FPGA (field-
programmable gate array) implementation. The proposed hardware 
architecture reduces the logic elements by 23% and the embedded 
multipliers by 76%, compared to the conventional Canny edge 
detector [7].

4. CONCLUSIONS 

In this paper, a high-performance and low-area gradient-magnitude 
calculator architecture was proposed. We presented a low 
computational-complexity algorithm and a hardware architecture 
based on a maximum-value selection among pre-defined projection 
vectors. The experimental results of the implementation showed that 
the proposed approach reduced hardware area while also satisfying 
the output-data quality of the original Canny edge detection. Our 
hardware-design approach can be used to construct high-level 
computer-vision applications.
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