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Abstract 
 

Multihop relay-based cellular networks are attracting much interest because of their 
throughput enhancement, coverage extension, and low infrastructure cost. In these networks, 
relay stations (RSs) between a base station (BS) and mobile stations (MSs) drastically increase 
the overall spectral efficiency, with improved channel quality for MSs located at the cell edge 
or in shadow areas, and enhanced throughput of MSs in hot spots. These relay-based networks 
require an advanced radio resource management scheme because the optimal amount of radio 
resource for a BS-to-RS link should be allocated according to the MS channel quality and 
distribution, considering the interference among RSs and neighbor BSs. In this paper, we 
propose optimal resource planning algorithms that maximize the overall utility of relay-based 
networks under a proportional fair scheduling policy. In the first phase, we determine an 
optimal scheduling policy for distributing BS-to-RS link resources to RSs. In the second phase, 
we determine the optimal amount of the BS-to-RS link resources using the results of the first 
phase. The proposed algorithms efficiently calculate the optimal amount of resource without 
exhaustive searches, and their accuracy is verified by comparison with simulation results, in 
which the algorithms show a perfect match with simulations. 
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1. Introduction 

THE rapid increase of mobile data traffic in cellular networks calls for low-cost and 
high-performance infrastructure technologies. A multihop relay network (MRN) provides 
multihop wireless connectivity by deploying relay stations (RSs) to assist the communication 
between a base station (BS) and mobile stations (MSs). This technology is a cost-effective 
method of upgrading the conventional cellular networks because RSs are equipped with fewer 
functionalities than BSs, and the expensive wireline backhaul links among BSs can be 
substituted with wireless backhaul links between BSs and RSs [1]-[2]. Moreover, the mobility 
of RSs, supported by the well-established MRN standard of IEEE 802.16j [3]-[4], enables a 
traffic demand-based dynamic RS deployment strategy. Therefore, the relaying techique is 
considered to be the best option for extending the coverage and improving the channel quality 
of MSs located at cell edges, shadow areas, or hot spots. Accordingly, the heterogeneous 
network (HetNet) with RSs has emerged as a core component of the fifth generation (5G) 
mobile communication system [5]-[7]. An examplary MRN architecture, in which MSs can be 
associated with a BS or an RS is depicted in Fig. 1. In general, MSs located near a BS are 
associated with the BS, and MSs located at the cell edge or in a shadow area are associated 
with RSs. RSs enhance the quality of end-to-end communication by forwarding the received 
data packets to MSs. 
 

 
Fig. 1. Examplary MRN architecture 

 

In spite of these advantages, there are some issues that still need to be addressed to operate 
MRNs efficiently. First, additional radio resources should be allocated to the wireless links 
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between a BS and RSs, and a quantitative analysis is required to determine the optimal amount 
of radio resources that should be allocated thusly. Moreover, because multiple RSs can be 
connected to a BS, an optimal scheduling policy should be determined for distributing the 
resources to each BS-to-RS link. In general, BSs and RSs transmit packets to the attached MSs 
in the same frame duration, and the radio resources for this frame duration can be either 
partitioned or reused. In the resource partition scheme, the BS and RSs of a cell use different 
frequency bands, and the interference among them is greatly mitigated. In contrast, in the 
resource resuse scheme, the BS and RSs use the same frequency band. Accordingly, more 
radio resources can be allocated to MSs in the reuse scheme than in the partition scheme; 
however, in the reuse scheme, MSs experience interference from BSs and RSs. Therefore, a 
sophisticated radio resource management scheme is required in MRNs. 
1.1 Related Works 
In [8], an optimization problem is formulated for maximizing system capacity while 

guaranteeing minimum resources for each MS, and an efficient heuristic algorithm is proposed 
as well. In [9], a resource allocation problem is formulated for maximizing cell throughput 
using binary integer linear programming (BILP), and the Hungarian method [10] is used in the 
proposed heuristic algorithm. In [11], a resource scheduling algorithm is proposed for 
extracting multiuser diversity gain using channel information in a relay-based cellular network. 
In [12], Choi et al. modify the optimization problem of proportional fair (PF) [13] scheduling 
for orthogonal frequency division multiple access (OFDMA) systems [14] to improve 
cell-edge user throughput while maximizing total system throughput. In [15], a resource 
allocation algorithm is proposed for MRNs under a PF scheduling policy; the proposed 
algorithm determines the amount of resources for the BS-to-RS links by assigning resource 
slots according to the PF scheduling metric. In [16], a scheduling scheme is proposed under a 
max-min fair constraint; however, PF is not considered. In [15] and [17], the intercell and the 
intracell interferences are greatly reduced through an orthogonal frequency band allocation 
scheme. In [18], an optimal resource allocation is considered in relation to relay networks of 
greater complexity than dual-hop, and a distributed resource allocation algorithm is proposed. 
In [19], a combined relay selection and link scheduling method is considered, and the problem 
is decoupled into two subproblems of frame segmentation and relay selection. In [20], Li et al. 
consider the problem of intracell resource allocation in relay networks, accounting for 
coordinated multipoint (CoMP) transmission to improve the channel quality of MSs. In [21], 
Park et al. propose a resource allocation algorithm that extracts multiuser diversity gain over a 
relay-enhanced network. In [24], co-channel interference under multi-cell and multi-antenna 
environments is investigated and the closed-form downlink capacity is derived. In [25],  the 
performance of random cellular networks is evaluated through novel spatial spectrum and 
energy efficiency models. 
1.2 Contributions 
In this paper, we focus on an optimal resource planning problem to determine the optimal 

amount of resources to be allocated for BS-to-RS links. The most of existing research work for 
MRNs does not cope with the BS-to-RS links resource allocation and the interference 
mitigation simultaneously. The main contribution of our work is the design of a radio resource 
management scheme which considers the interference management, the optimal resource 
allocation, and the utility maximization through PF scheduling altogether. A resource partition 
scheme is adopted, as well as an orthogonal frequency band allocation scheme for interference 
coordination. Moreover, we derive the throughput of each MS for MRNs under the PF 
scheduling and formulate an optimization for problem of maximizing the total utility of MRNs. 
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We obtain optimal resource management algorithms through mathematical derivation. We 
verify the accuracy of the proposed algorithms by comparing the results of the algorithms with 
simulation results, and the results of the algorithms are shown to perfectly match those of the 
simulations. In additional, the algorithms are shown to be computationally efficient because 
no iterative search is required. 

2. System Model 
We consider a dual-hop downlink (DL) MRN with one BS and intermediate RSs. The frame 

structure, RS deployment, and orthogonal frequency allocation are depicted in Fig. 2. The cell 
area of this network is divided into three sectors with two RSs deployed in each sector, as 
shown in Fig. 2(a), which also illustrates the relationship between the one BS-RS system 
under investigation and two other neighbor cells. According to the IEEE 802.16j standard, the 
MRN frame is divided into a DL subframe and an uplink (UL) subframe. In a time domain, a 
DL subframe is made up of an access zone and a relay zone, as shown in Fig. 2(b). In the 
access zone, the BS and RSs send packets to their subordinate MSs. In contrast, packets to be 
relayed through the RSs are transmitted from the BS to the RSs through the relay zone. After 
receiving the packets, the RSs forward them to their subordinate MSs through the access zone 
of the next frame. The BS and RSs should use the symbol-aligned common zone boundary 
between the access zone and the relay zone shown as a vertical line with arrows in Fig. 2(b). 
An interference coordination scheme based on orthogonal frequency allocation [15], [17] is 
used to mitigate intercell and intracell interferences. More specifically, in the case of the 
access zone frequency allocation, the total frequency band is partitioned into three subbands, 
and these three subbands are allocated to the three sector segments of the BS, respectively. In 
addition, the RSs opposing each other across the cell center reuse the same subband as shown 
in Fig. 2(a). 
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Fig. 2. Interference coordinated subband allocation and DL subframe structure [15]. 
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In the case of the relay zone subband allocation, all of the available subbands are allocated to 
the BS-to-RS links of the relay zone because the interference among the BS-to-RS links can be 
effectively managed by locating the RSs at the appropriate positions. We assume that the BS 
has infinitely backlogged packets to transmit to each MS. However, the RSs may suffer from 
buffer underruns when the BS-to-RS links become bottlenecked, that is, when the achievable 
throughput of the BS-to-RS links is lower than that of the RS-to-MS links. In addition, we 
assume that each MS experiences an independent Rayleigh block-fading channel. Due to 
mathematical tractability, we adopt the simplified PF scheduling metric [22], which is the 
current signal-to-noise ratio (SNR) divided by the average SNR, instead of the conventional 
PF metric [23]. Finally, we do not apply PF scheduling to the BS-to-RS links because the 
channel fading of these links is very slow. 

3. Optimal Resource Planning for MRNs 

3.1 Optimization Problem Formulation 
Focusing on the DL traffic flows of one sector of a cell, in which two RSs (RS 1 and RS 2) are 
deployed: let bK , 1rK , and 2rK  represent the numbers of MSs associated with the BS, RS 1, 
and RS 2, respectively. We denote b

iM , 1r
jM , and 2r

kM  as the i-th, j-th, and k-th MS, 

respectively, associated with the BS, RS 1, and RS 2, with bM , 1rM , and 2rM  representing 
the sets of MSs associated with the BS, RS 1, and RS 2, respectively, e.g., 

1{ , ..., }
b

b b b
KM M M= . The scheduling metric for b

iM  is defined as follows: 
 
 ( )( ) , 1, ...,

b
b i
i bb

i

tt i Kγ
γ

Γ = = , (1) 

 
where ( )b

i tγ  is the SNR of b
iM  at frame t and b

iγ  is the average SNR of b
iM . The scheduling 

metrics for 1r
jM  and 2r

kM  are defined in the same manner. In the Rayleigh block-fading 
model, the probability density function (pdf) is given by ( ) 1 / exp( / )fγ γ γ γ γ= − , where γ  is 
the instantaneous SNR, and γ  is the average SNR. Therefore, by substituting /x γ γ= , the 
pdf of the scheduling metric for any MS, regardless of the station with which it is associated, is 
given by ( ) exp( )sf x x= − . In every scheduling epoch, the BS selects the optimal MS with the 
highest scheduling metric value from bM . Likewise, RS 1 and RS 2 select the optimal MS 
from 1rM  and 2rM , respectively. Accordingly, when b

iM  with the highest metric value x  is 
selected, its cumulative distribution function (cdf) is given by 
 
 1

1 0
{max( ,..., ) } (1 ) .b

b

x Kb b b s s
K iP x e e ds−− −Γ Γ = Γ ≤ = −∫  (2) 

 
We can obtain the pdf of x  for b

iM  by differentiating (2), which is given by 
 
 1( ) (1 ) , 0bKx x

bf x e e x−− −= − ≥ . (3) 
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Likewise, the pdf of x  for 1r
jM , 2r

kM  can be obtained as  1 1
1( ) (1 ) , 0rKx x

rf x e e x−− −= − ≥  and 
2 1

2 ( ) (1 ) , 0rKx x
rf x e e x−− −= − ≥ , respectively. From the Shannon's capacity theorem, the 

spectral efficiency, i.e., the achievable rate per hertz, for the selected b
iM  is given by 

 
 

20
log (1 ) ( ) .b b

i i bC x f x dxg
∞

= +∫  (4) 

 
Therefore, the total access zone spectral efficiency of bM  is 

1
bKB b

ii
C C

=
=∑ . Likewise, 1RC  

and 2RC  are the total access zone spectral efficiencies of 1rM  and 2rM , respectively, which 
can be obtained in the same manner. The spectral efficiencies for the BS-to-RS 1 and 
BS-to-RS 2 links are given by 1

2 1log (1 )br
RC g= +  and 2

2 2log (1 )br
RC g= + , respectively, 

where 1Rγ  and 2Rγ  are the SNRs of the BS-to-RS 1 and BS-to-RS 2 links. We denote an , rn , 
and tn =( an + rn ) as the number of OFDM symbols for the access zone, relay zone, and DL 
subframe, respectively. As shown in Fig. 2(b), the x -axis of the DL subframe is the OFDM 
symbol index. In the case of the relay zone, as shown in Fig. 2(b), all three subbands are 
allocated to this zone, and the BS distributes this relay zone resource to RS 1 and RS 2. We 
denote ,(0 1)α α≤ ≤ , as the scheduling ratio of RS 1’s relay zone resource to the total relay 
zone resource. The BS scheduler builds DL subframes according to the spectral efficiencies 
and the amount of radio resources allocated to each data burst, following the procedure shown 
in the block diagram depicted in Fig. 3. 
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Fig. 3. Block diagram of  BS scheduler procedure 

 
Let g be the number of subcarriers per OFDM symbol for a single subband; then the 
throughput of b

iM through the access zone of the BS is expressed as: 
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, 1,...,

b
b a i

i
f

b
n gC

T
iT K= = , (5) 

where fT  is the frame duration in seconds. As shown in Fig. 3, the amounts of data that can be 

loaded on the data bursts of RS 1 and RS 2 are determined by 1brC , 2brC , and the amount of 
resource assigned. Hence, the throughputs of the BS-to-RS links are given as follows: 
 
 1

1 3r

f

br
b rn g C

T
T α

= ,          BS-to-RS 1, (6) 

 2
2 3 (1 )

f

br
br r

T
n g CT α−

= , BS-to-RS 2, (7) 

 
where we should note that all the three subbands are used in the relay zone. Moreover, the BS 
scheduler should determine how much data from each MS’s queue should be loaded on the 
data bursts in each scheduling epoch. The RSs adopt the PF scheduling policy, and this policy 
guarantees equal resource allocation to each subordinate MS, regardless of its average SNR. 
Therefore, the amounts of data for 1r

jM  and 2r
kM  that are loaded on each data burst should be 

proportional to their spectral efficiencies 1r
jC  and 2r

kC , respectively; their throughputs in 

BS-to-RS links are accordingly expressed as 1 1 1/br r R
jT C C⋅  and 2 2 2/br r R

kT C C⋅ , respectively. 

The maximum achievable throughputs of 1r
jM  and 2r

kM  over the RS-to-MS links are 
1 /r

a j fn gC T  and 2 /r
a k fn gC T , respectively. The end-to-end throughputs of BS-to-MS via RSs 

are the minimum throughputs of BS-to-RS and RS-to-MS links, and they are given as follows: 
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r br
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Considering all the MSs in the network, the total log utility is calculated as: 
 
 1 2

1 2

1 1 1
( , ) log( ) log( ) log( )

b r rK K K
b r r

T a i j k
i j k

U n T T Ta
= = =

= + +∑ ∑ ∑ . (10) 
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Therefore, the optimal resource management problem can be formulated as the following 
optimization problem: 
 
 

,
max ( , )

a
T an

U n
a

a  

subject to   a r tn n n+ = , 
                0 1α≤ ≤ . 

(11) 

 

3.2 Optimal Inter-Relay Resource Scheduling Policy 
When a certain amount of resource, given by 3 rn g  where r t an n n= − , is allocated to the 
relay zone, we find the optimal *( )ana  that maximizes TU . We define an RS as a bottleneck 
RS if the BS-to-RS link’s throughput is lower than the maximum achievable throughput of the 
RS-to-MS link, i.e., 1 1 /br R

a fT n gC T≤  or 2 2 /br R
a fT n gC T≤ . If we increase the scheduling 

ratio α  from 0 to 1, the RS 1 starts as a bottleneck and becomes a non-bottleneck when α  is 
greater than a threshold 1α . Likewise, the RS 2 starts as a non-bottleneck and becomes a 
bottleneck when α  is greater than a threshold 2α . These thresholds can be obtained from (8) 
and (9) as follows: 
 1 2

1 21 2, 1
3 3

R R
a a

br br
r r

n C n C
n C n C

aa = = − . (12) 

 
Note that as long as the BS scheduler builds the RSs’ data bursts according to the PF 
scheduling policy as described above, all the MSs belonging to 1rM  and 2rM  have the same 

1α  and 2α , respectively. Sample graphs of throughput vs α  with varying an  are depicted in 
Fig. 4. If 1 2α α≤ , an arbitrary 1 2[ , ]α α α∀ ∈  achieves the maximum throughputs 1 /r

fa jn gC T  
and 2 /r

fa kn gC T  for RS 1 and RS 2, as shown in Fig. 4(a). Otherwise, when 1 2α α≥ , at least 
one of the two RSs becomes a bottleneck, as shown in Fig. 4(c). When an  is a high value the 
both 1α  and 2α  lie out of [0,1] , the both RS 1 and RS 2 become bottleneck as shown in Fig. 
4(d) . 
We denote RU  as the sum of utilities for 1rM  and 2rM . If both RS 1 and RS 2 become 
bottlenecks, RU  is calculated as: 
 
 1 2

1 2
1 2

1 2

1 1

1 1 2 2

1 2
1 1

log( ) log( )

3 3
log log( (1 ) ),[ ]

r r

r r
r r

K K
r r

R j k
j k

br r br rK K
r j r j K K

R R
fj kf

U T T

n gC C n g
T

C C
C TC

α α

= =

= =

=

+
⋅

+

= −
⋅

∑ ∑

∏ ∏
 (13) 

 
where only the second term is a function of α . The differentiation of the function 

1 2
1( ) (1 )r rK Kh α α α= −  shows that it achieves its maximum at 0 1 1 2/ ( )r r rK K Kα = + . 

Therefore, if 0 2 1[ , ]α α α∈ , RU  achieves its maximum at 0α α= . Otherwise, when 0 1α α> , 
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increasing α  more than 1α  is a waste of resource because 1r
jT  is bounded by 1 /r

fa jn gC T . 
Therefore, in this case, RU  achieves its maximum at 1α α= . Likewise, if 0 2α α< , RU  
achieves its maximum at 2α α= . From these relationship, the optimal ratio *( )ana  is 
described as: 
 

 
Fig. 4. RS bottleneck situations with increasing na 

 
 
 *

2 0 1( ) max( , min( , )).anaaaa   =  (14) 
 
Even when 1 1α >  or 2 0α < , (14) is a valid expression because 00 1α< <  is satisfied. 
Moreover, when 1 2α α≤ , (14) encompasses the abovementioned condition of 

*
1 2( ) [ , ]anaaa  ∈ . Therefore, given an , or rn , (14) represents the optimal relay zone 

scheduling policy for distributing the relay zone resource to RS 1 and RS 2. 
 

3.3 Optimal Resource Allocation 
The optimal amount of resource for the access and relay zones is determined by adopting the 
PF scheduling policy for the access zone and the optimal scheduling policy given by (14) for 
the relay zone. At this time, we treat an  as a continuous variable with [0, ]a tn n∈ , and the 
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range [0, ]tn  can be partitioned into three regions: a no bottleneck region with 1[0, ]B , a 
partial bottleneck region with 1 2( , ]B B , and a full bottleneck region with 2( , ]tB n . When an  is 
in the no bottleneck region, neither RS 1 nor RS 2 is a bottleneck. However, when an  lies in 
the partial bottleneck region, only one RS becomes a bottleneck. In the full bottleneck region, 
both RSs become bottlenecks. In the no bottleneck region, TU  is expressed as follows: 
 
 1 2

1 2

1 2

1 1 1

1 2

log( ) log( ) log( )

log( ) log ,[ ]

b r r

b r r

rK b rK K
a ja i a k

T
i j kf f f

rb r
jK K K i k

a
i j kf f f

n gCn gC n gCU
T T T

gCgC gCn
T T T

= = =

+ +

= + +

= +

∑ ∑ ∑

∏ ∏ ∏
 (15) 

 
which is maximized at 1an B=  because TU  monotonically increases with an . When 1an B= , 
the condition 1 2α α=  is satisfied as shown in Fig. 4(b). According to (12) and the given 
condition 1 2α α= , we can obtain 1B  as follows: 
 
 1 2

1 1
1 21 2

1 1

1 1 2
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1
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3

3
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t t

t
R R
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α α= = = −
− −

=
+ +

. (16) 

 
In the partial bottleneck region, it should be determined which RS becomes a bottleneck. 
Under an RS 1-dominant condition, it is not RS 1 but RS 2 that becomes a bottleneck, and vice 

versa. When 1an B= , we denote mα  as 
1

1
1 2 1

13( )

R

m br
t

B C
n B C

α α α= = =
−

. As indicated by (14), if 

0 mα α≥ , an RS 1-dominant condition will prevail. Otherwise, when 0 mα α< , an RS 
2-dominant condition will prevail. These conditions can be expressed as follows: 
 
 1 2 1

0 1 2 1

1 2 1

0 1 2 1

· , 1

· , 2
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R R R

br br br

R R R

br br br
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C C C

a

a
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+ −

≥

<
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Under the RS 1-dominant condition, 0 1α α≥ is satisfied. Similarly, under the RS 2-dominant 
condition, 0 2α α≤  is satisfied. From these inequalities, 2B  is obtained as follows: 
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Under the RS 1-dominant condition, TU  is given by 
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where only the first log[ ]⋅  term is a function of an . The bracketed portion of this term is 
denoted as 2 ( )h ⋅ , which is given by 
 
 

2 1 2( ) ( ) , ,A B
th x x n Dx B x B= − < ≤  (20) 

 
where 1b rA K K= + , 2rB K= , and 1 11 / (3 )R brD C C= + . It should be noted that 2 ( / ) 0th n D = , 

and the differentiation of 2 ( )h x  shows that 2 ( )h x  may achieve its maximum at tnAx
A B D

=
+

or tx n= . However, 2 /tB n D<  is always satisfied as shown by 
 
 

2 1 1

1 1
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3 3
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+ +

. 
(21) 

 
Therefore, 2 ( )h x  maintains the unimodal property over the partial bottleneck region. From 
these relationships, under the RS 1-dominant condition, the candidate maximizer for TU  is 

tnAx
A B D

=
+

, and the same logic can be applied to the RS 2-dominant condition. Considering 

both conditions, the candidate maximizer 1
an  for TU  over the partial bottleneck region is 

obtained as follows: 
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In the full bottleneck region, both RS 1 and RS 2 become a bottleneck, and *
0( )anaa =  is 

satisfied. Therefore, TU  is given by 
 

1 2

1 2
0 0

1 2
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T a r R R
i j kf f f
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a a+ −
=

⋅ ⋅
+ ∏ ∏ ∏  (23) 

 
where TU  exhibits a unimodal property and can be maximized at 2

an , which is described as 
follows: 
 2

1 2

.b t
a

b r r

K nn
K K K

=
+ +

 (24) 

 
Considering the range of each region, we denote the maximizers for TU  over the partial 
bottleneck region and the full bottleneck region as 1n  and 2n , respectively, which can be 
obtained as follows: 
 1

1 1 2
2

2 2

max( ,min( , ))
max( , )

a

a

n B n B
n B n
=

=
 (25) 

 
Finally, we find the maximizer over [0, ]tn , i.e., *n , by comparing 1n  and 2n , which is given 
by 
 

1 2

* * *
1 1 2 2,

arg max( ( ( ), ), ( ( ), )) ,T Tn n
n U n n U n naa = 〈 〉  (26) 

 
where 〈⋅〉  is a rounding operator. 

4. Simulation and Analysis Results 
In this section, we compare the proposed analytic resource management scheme provided by 
(14) and (26) with simulation-based exhaustive search schemes. The comparison results 
demonstrate that the proposed scheme is very accurate at allocating the optimal resource 
amounts, and very efficient, in that it requires fairly little computational complexity without 
iterative computation. In the analyses and simulations, we adopt the system parameters 
specified by IEEE 802.16j, which are summarized in Table 1. 

 

Table 1. System parameters for simulation and analysis 
Parameter Value 

Channel bandwidth 10 MHz 
FFT size 1024 

Number of symbols 48 
Frame duration 5 ms 

Number of MSs associated with BS 25 ~ 40 
Number of MSs associated with RS 5 ~ 20 
Number of subcarriers per a symbol 720 

SNR of BS-to-RS link 15 ~ 25 dB 
SNR of BS-to-MS links 5 ~ 20 dB 
SNR of RS-to-MS links 10 ~ 25 dB 
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Fig. 5. The optimal scheduling ratio *α  with varying parameters 

 
 
Subsequently, we obtain the optimal amount of resource for the access zone and the relay zone 
through the proposed optimal resource allocation method given by (26), and compare the 
results with those obtained through simulation-based exhaustive search. The computational 
burden for these simulations is severe, because the ( , )an a  pair should be optimized 
concurrently. Because the total number of 48 symbols per frame is assumed, the exhaustive 
search should test all the an values ranging from 0 to 48 in each iteration. Moreover, in each 

an  test, the optimal α  should also be searched through the aforementioned exhaustive search 
scheme. However, the proposed scheme efficiently finds the optimal amount of resource 
simply by comparing only two candidate values without iterative searches. In the first scenario, 
we increase bK  from 25 to 39 in each iteration, fixing other parameters at 1 5rK = , 2 5rK = , 
and 1 2 15br brγ γ= = dB. In addition, b

iγ , 1r
jγ , and 2r

kγ  are assigned randomly to the same 
ranges as above. The second and third scenarios are similar to the second and third scenarios 
described above in searching for the optimal α , except that an  is no longer fixed. The 
simulation time per iteration is 100 s, which amounts to 100 200 20000× =  frames.  
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Fig. 6. The optimal resource an  with varying parameters 

 
Fig. 6 presents the results of both the simulations and the analyses, showing that they closely 
match. In the first scenario, the optimal access zone resource *n  increases gradually as bK  
increases, because the BS requires a relatively large amount of resource to accommodate many 
MSs. In contrast, in the second scenario, *n  decreases as 1rK  increases, but soon becomes 
bounded and does not decrease further. This result can be explained because although the BS 
scheduler allocates more resource to the BS-to-RS link as 1rK  increases, if too much resource 
is allocated to that link, the RSs suffer from bandwidth shortage in their access zones, 
hindering their ability to serve the increased number of MSs. In the third scenario, *n  rarely 
changes as 2brγ  increases, indicating that the average SNRs of the BS-to-RS links have a 
limited effect on *n , compared with the number of MSs associated with the BS and RSs, 
because the PF scheduling guarantees equal resource allocation per MS. Note that even though 

*n  rarely changes in this scenario, as shown in Fig. 5, *α  gradually increases to allocate more 
resource to the BS-to-RS 1 link, which has comparatively poorer channel quality than the 
BS-to-RS 2 link. Although 20000 frames per iteration is adopted, some glitches in the 
simulation results occurred. On the other hand, the analysis results require fairly low 
computational complexity and achieve very high accuracy. 
 
Finally, we consider sector throughput and total user utility, changing an  from 1 to 47, and, at 
each an , the throughput and utility are obtained through simulation. In the first scenario, the 
MS distribution 20bK = , 1 2 15r rK K= = , and 1 2 5br brγ γ= =  dB is assumed. In the second 
scenario, the MS distribution is 25bK = , 1 2 15r rK K= = , and 1 2 15br brγ γ= =  dB. In the third 
scenario, the MS distribution is 40bK = , 1 2 5r rK K= = , and 1 2 25br brγ γ= =  dB. The 
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throughputs and utilities for these scenarios are depicted in Figs. 7 - 8, respectively, and the 
optimal an s obtained from the proposed schemes are marked as with pentagons. 
 

 
Fig. 7. Sector throughput with different MS distributions and varying an  

 
 
In the first scenario, as shown in Fig. 7, sector throughput increases until 14an = ; then, it is 
saturated. Because the SNRs of the BS-to-RS 1 and 2 links are poor for the first scenario, the 
amount of traffic from RS 1 and 2 to their attahced MSs is limited, even with high an s. In the 
second scenario, the throughput increases until 24an = ; then, it decreases. When an  
increases past 24, the amount of traffic from RS 1 and 2 to their MSs is decreased, because the 
amount of resource allocated to BS-to-RS 1 and 2 links decreased. A similar thoughput pattern 
is observed in the third scenario. In this case, the an  achieving the maximum throughput is 
higher than the other scenarios, because the SNRs of BS-to-RS links for this scenario is good. 
As shown in this figure, the SNRs of BS-to-RS links plays an important role in maximizing 
throughput. Because the optimal an  maximizes the log utility function, guaranteeing strict 
fairness among MSs, it does not match the throughput maximizing an . In the third scenario, 
the optimal an  should be higher than 32 (the value maximizing the throughput), because many 
MSs are attached to the BS, requiring a lot of access zone resource. 
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Fig. 8. Utility with different MS distribution and varying an  

 
In Fig. 8, the utilities for the above-mentioned scenarios are depicted. When an  is increased, 
the utilities increase because the throughput of the MSs increases. However, if an  is further 
increased, the utilities decrease because the throughput of the MSs attached to the RS 1 and 2 
decrease sharply due to the lack of relay zone resource. Accordingly, for all three scenarios, 
the utility graphs are bell-shaped, and the optimal an s achieve the maximum utilities. 

5. Conclusion 
 
The main contribution of our work is the development of optimal resource management 
algorithms for MRNs under a PF scheduling and interference coordination schemes. The 
proposed algorithms enable MRNs to perform optimal PF scheduling through utility 
maximization. The proposed schemes determine the optimal scheduling ratio for distributing 
the relay zone resource to RSs and calculate the optimal amount of resource to be allocated to 
the access zone and relay zone. Moreover, the proposed schemes are very accurate at 
determining the optimal parameters, as verified through comparisons with simulations. In 
addition, the proposed schemes are very efficient, requiring low computational complexity 
without any iterative search. 
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