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Abstract – This paper proposes autonomous hybrid system (AHS) with estimator based inverse 
dynamics controller along with extended kalman filter and artificial neural network based state 
estimators ensuring best performance and robustness by minimum ISE in controlling non-measurable 
state variables of autonomous hybrid systems. With the help of experimental setup of benchmark 
model of AHS (hybrid three-tank system), the detailed performance comparison of these proposed 
methods was made both qualitatively and quantitatively with that of existing method (AHS with 
unscented kalman filter and inverse dynamics controller (UKFC)) under different operating conditions 
such as servo and regulatory operations, process-model parameter uncertainties, initial condition 
mismatch, and different types of faults in the system, subsequently the results are reported. 
 

Keywords: Autonomous hybrid systems, State estimation, Estimator based controllers, Extended 
kalman filter, Unscented kalman filter, Artificial neural network  

 
 
 

1. Introduction 
 
When continuous and discrete behaviour interact each 

other in a process, the concept of hybrid systems arises [1-
3]. With the introduction of computers for instrumentation 
and control in process industry, computer controlled 
systems, which can be considered as hybrid dynamic 
systems and where the discrete events in computer 
interact with the continuous systems and consequently 
the modeling, estimation, and control problems of hybrid 
systems demand more attention from the researchers in the 
present scenario. If the discrete variables of hybrid systems 
depend only on its continuous state variables, and not on 
any external inputs, then such systems are termed as 
autonomous hybrid systems (AHS) [3]. A hybrid three-
tank system was used as the benchmark example in many 
of the works [4-7] for demonstrating different modeling, 
estimation and control algorithms for hybrid systems and 
to a class of its subsystem like AHS. In this direction, 
experimental validation reported in [8] and [9] for the 
state estimation and the control of hybrid systems, has 
significance. 

Finding optimum and robust state estimation schemes, 
and hence utilization of such estimators in many advanced 
control schemes, like model predictive control and fault 
tolerant control, are the issues addressed recently in AHS 
[6-11]. Most of such works [6, 7, 8, and 9] utilizes 
Unscented Kalman Filter (UKF) algorithm for estimating 

the states of hybrid systems. UKF algorithm was originally 
proposed by S. Julier and Uhlmann [12] to overcome 
certain limitations such as Jacobian calculations in 
Extended Kalman Filter (EKF) [13] originated from the 
linear kalman filter [14], for the state estimation of the 
nonlinear systems. Later, some modifications were made in 
the basic structure of UKF for obtaining more accurate and 
robust state estimation of some classes of nonlinear system. 
Square Root UKF [15], Additive UKF, Rao-Blackwellised 
UKF [16] and iterated UKF [17] are some of those extended 
versions of UKF. These state estimation methods were 
also used in estimating the unknown process noise 
covariance [18] and discrete state variables [19]. The 
nonlinear model predictive control (NMPC) in [20] and 
fault tolerant model predictive control in [21], for hybrid 
systems, utilized this in its state estimation part. UKF 
based inverse dynamics controller was developed in [22] 
for controlling the non-measurable states of the hybrid 
systems. During the performance analysis in [22], it is 
found that the performance can be improved with the 
reduced estimation time requirement for the UKF 
algorithm and with the improved robustness under real 
time uncertainties. Authors have proposed methods to 
overcome these implementation issues [23] by designing 
EKF based and artificial neural network (ANN) based state 
estimators for estimating the states. Estimation time 
requirement can be very much reduced using EKF method, 
while robustness issue can be better handled by ANN 
based state estimator. Because of the analytical and 
statistical linearization involved in EKF and UKF 
algorithms respectively, robustness of these estimators is 
found to be poor especially under high degree of parameter 
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uncertainties. It is shown in [23], because of the inherent 
self adaptation capability of ANN, ANN based state 
estimator gives better performance under a variety of 
operating conditions and uncertainties. 

First part of this paper is focusing on review of different 
state estimation schemes, commonly employed for the 
state estimation of nonlinear hybrid systems, with an 
objective of proposing different controllers in improving 
the performance of such hybrid systems. As a first step in 
this direction, the effect of the nonlinear controller such as 
inverse dynamics controller is carried out on a bench mark 
model (hybrid three-tank system) and a comparative 
evaluation of the working of the control systems with this 
type of nonlinear controller acting on systems with three 
different estimation procedures namely EKF, UKF and 
ANNSE, is carried out. The advantages and disadvantages 
of these three closed loop control schemes with the 
estimation methods forming the elements of such closed 
loop control systems, are investigated in this work with 
experimentations. The investigation also includes 
detailed performance comparison of EKFC and ANNC 
with existing UKFC [22] when the plant is operating 
under various uncertainties and operating conditions such 
as servo/ regulatory operations, parameter uncertainties, 
initial condition mismatch, system faults etc.  

The paper is giving the brief description of the benchmark 
hybrid three-tank system in section 2 along with the 
generic model developed in [9]. EKF [13], UKF [12] 
and author’s ANN based state estimation algorithms 
[23] are briefly reviewed in section 3. IDC scheme with 
conventional measurement of output are extended to 
Estimator Based IDC and is presented in section 4. 
Experimental investigation of the system with different 
control mechanisms and comparison of performance are 
presented in Section 5. Finally, section 6 concludes this 
work and discusses scope for further studies in the state 
estimation and control of AHS. Process description of 
hybrid three-tank system is briefed in next section. 

  
 

2. Process Description [9, 24] 
 
In the hybrid three-tank system, three tanks of uniform 

area (A1, A2 and A3) are connected to each other and to 
sump through seven hand valves and two variable speed 
pumps as in Fig. 1. The seven valve discharge coefficients 
are represented by k1 to k7. Once the positions of hand 
valves are fixed for the experiment, the corresponding 
discharge coefficients of each hand valves are found out by 
conducting simple experiments on the plant, which are 
given in table 1. After computing ki (where, i =1,2,…,7), 
the system is modeled using volume balance equations as 
in (1) - (3), where, Qi represent the flows through ith hand 
valve and its equations are provided in (4) - (10).  

The system is modeled as hybrid system, specifically 
AHS, as in [9] because of the interaction between 

continuous and discrete state variables. The flow through 
the middle inter connecting pipes can be better modeled 
with the help of discrete variables, z1 and z2 (defined in (11) 
and (12)).  

With reference to Fig. 1 
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Depending on the flows, Q3 and Q4, discrete state 
variables, z1 and z2 may take the values 0, +1 or –1 as given 
below  
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Similarly 
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As Q3 and Q4 are determined by the three levels, it is 

obvious that the discrete mode switching depends on the 
continuous state variables; hence the system comes under 
the definition of AHS [3]. The variables, a, b and c in (6) 
and (7) are temporary variables to indicate the levels in 
three tanks as below or above threshold level. The 
threshold level, h0 is the height of middle interconnecting 
pipes and the tank bottom as in Fig. 1. The height difference 
between the 5th, 6th and 7th hand valves from the bottom 
of the corresponding tanks are given by hd1, hz and hd2 
respectively. The pumps used are variable speed pumps 
whose outflow ranges from 0 to rated value based on the 
input signal (0-5V). The experimental setup specifications 
are given in Table 2.  
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Fig. 1. Schematic diagram of hybrid three-tank system 
 

Table 1. Discharge coefficients of hand valve 

Discharge 
coefficient Value (m2) Discharge 

coefficient Value(m2) 

k1 2.6363×10-5 k4 3.4316 ×10-5 
k2 2.4891 ×10-5 k6 2.2538 ×10-5 
k3 3.7984 ×10-5 k5, k7 0 

 
Table 2. Different system parameters and variables 

Variables and 
Parameter Value Variables and 

Parameter Value 

Tank height 0.60m Input voltage to pump 0 –5 V 
Over flow height 0.55m Tank inner diameter 0.15m 

Rated flow of 
pumps 240 lph Diameter of 

Connecting pipes 0.0125m

 
This nonlinear model is used as the prediction model of 

the state estimation algorithm and the EKF and UKF 
algorithms are briefed in the next section. 

 
 

3. State Estimation Algorithms 
 
Out of different state estimation schemes, UKF based 

scheme is the mostly suggested technique for hybrid 
systems as it is suitable for highly nonlinear systems [8, 9, 
20-22]. The nonlinear and derivative free nature [21] of 
this algorithm makes the efficient state estimation of highly 
complex and nonlinear systems like hybrid systems 
possible. But, EKF algorithm uses local linearization by 
Taylor series expansion, which requires the calculation of 
Jacobians of state transition operator at each time step. So 
this method is supposed to be complex for higher order 
systems [21]. Because of the discontinuity in hybrid 
systems due to the switching of discrete variables, it was 
suggested in [21], not to use EKF for the state estimation 
of AHS, especially in the regions where the discrete 
variables undergo frequent variations. If this problem with 
EKF can be solved effectively, it will be a good choice for 

the state estimation of faster dynamics AHS [23] such as 
thermostats.  

As per [21], the usage of EKF is not preferred at the 
point of mode switching. In the current problem, this 
condition occurs only when the level in tank is exactly 0.3 
m. But the chance for reaching this situation is negligibly 
small as the Jacobian calculation is carried out only once in 
a sampling time. EKF algorithm for the AHS is developed 
by defining different Jacobian functions for each mode of 
operation based on the discrete variables (z1 and z2). Also if 
the unexpected situation (where level is exactly 0.3m) 
occurs, then the Jacobian of the previous sampling instant 
is taken for the correction part of the state estimator. This 
may lead to negligible biased estimate at that particular 
sampling instant. The EKF, UKF and ANN based state 
estimation algorithms are provided in the following 
subsections. The general block diagram of the estimator 
along with plant and controller is provided in Fig. 2 [22]. 
Different notations used in this section are similar to that in 
[20] 

Dimension and description of variables used in the 
algorithms are given below. 

 
x(k) n × 1  – Continuous state vector, [h1 h2 h3] T 
y(k) m × 1  − Observation vector, [h3] 
P(k) n × n – State covariance matrix  
F n × 1  – Nonlinear state vector function  
H m × 1  − Observation vector function 
w(k) n × 1  − Process noise vector 
v(k) m × 1  − Measurement noise vector 
Q n × n  − Process noise covariance matrix 
 R m × m  − Measurement noise covariance matrix 
Where, n = 3 and m = 1 for the considered example. 
 

3.1. EKF- based state estimation algorithm [13] 
 
The EKF algorithm, which is the nonlinear extension to 

the linear Kalman Filter [14], was developed for the state 
estimation of nonlinear systems. A prediction – correction 
structure is used for the state estimation as in Fig. 2. For 
the implementation of EKF algorithm (also for UKF), the 
knowledge about the process dynamics, the statistical 
characteristics of the system and the measurement devices 
should be available. The EKF algorithm for the state 
estimation, summarized below is taken from [13]. 

 
Fig. 2. General block diagram of estimator based controller
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1. Initial values for the estimates of state, ˆ( 1)−x k  and 
state covariance, ˆ ( 1)−P k  has to be assumed properly 
by utilizing the knowledge about the system. 

2. Measure the input and output variables (u(k) and y(k)) 
from the process and feed the inputs to the prediction 
model to get apriori estimates of the states,  

 
 ˆ ˆ( 1) F( ( 1), ( ))x k k x k u k− = −   (13) 

 
Where, F is the nonlinear state function described by 
(1) - (3) 

3. Calculate apriori estimates of the state covariance as 
 

 ˆ ˆ( 1) ( ) ( 1) ( )P k k k P k k QΤ− = Φ − Φ +   (14) 
 

Where, ( )Φ k is the state Jacobian matrix or partial 
derivative of the nonlinear state function, F with 
respect to x at x(k-1) and is given below. The process 
noise covariance, Q is used as the tuning factor for the 
estimator for obtaining the optimum estimates. 

 
 ˆ[ ( 1)]( ) [ F/ ] −Φ = ∂ ∂ x kk x   (15) 

 
4. The output prediction from the model is given below. 
 

 ˆ ˆ( 1) H ( 1)y k k x k k− = ⎡ − ⎤⎣ ⎦   (16) 
 

Where, H(.) is the nonlinear output function. 
5. The innovation between the actual measured output 

from the plant and the measurement prediction is 
generated as follows 

 
 ˆ( 1) ( ) ( 1)− = − −k k y k y k kγ   (17) 

 
6. Covariance matrix of the innovation is computed as 

follows 
 

 ˆV( ) C( ) ( 1)C ( )Τ= − +k k P k k k R   (18)  
 

Where, R is the measurement covariance and C(k)  
is the output Jacobian matrix calculated as follows.  

 
 ˆ[ ( 1)]C( ) [ H/ ] −= ∂ ∂ x kk x   (19) 

 
7. The Kalman gain has to be calculated as below for 

the correction of apriori estimates to get aposteriori 
estimates,  

 
 1ˆ( ) ( 1)C ( )V ( )Τ −= −K k P k k k k   (20) 

 
8. Finally, using kalman gain and innovation, state 

variable and state covariance are corrected as follows. 
 

 ˆ ˆ( ) ( 1) ( ) ( 1)x k x k k K k k kγ= − + −   (21) 

 ˆ ˆ( ) [I- ( )C( )] ( 1)P k K k k P k k= −   (22) 

These new values of state variables and covariance 
estimates are given as the input to the Eqs. (13) and (14) 
for the next iteration and so on. The main disadvantage of 
this algorithm is that it requires the calculation of Jacobians 
at every sampling instant [13].  

 
3.2 UKF-based state estimation algorithm [12] 

 
UKF algorithm is mostly used state estimation scheme 

for the state estimation of hybrid systems, because it was 
proposed for highly nonlinear systems and it does not 
involve the Jacobian matrix calculation in each time step. It 
uses statistical methods for the linearization around the 
operating point. For that, sigma points calculation around 
current mean and covariance of state, are carried out at the 
starting of each iteration and these sigma points are fed to 
the prediction model to obtain time updated new sigma 
points. Steps for developing computational algorithm for 
state estimation using UKF approach, which is taken from 
[12] are listed below. 

 
1. Assume the proper initial values for state and 

covariance as in EKF algorithm 
2. Measure the input and output from the process 
3. Generate sigma points as 
 

  ( )0ˆ ˆ( 1)x x k= −   (23)  

  ( ) ˆˆ ˆ( 1) ( ) ( 1)ix x k n P kλ= − ± + −   (24) 

 Here,  2 ( )= + −n nλ α κ   (25) 
 

The value of i may vary from 1 to 2n. Where, n is the 
length of state vector. The spread of sigma points α  
can be used as another tuning factor for the estimator, 
whose value lies between 0.001 and 1. The optimum 
value of secondary scaling factor κ is 0 for state 
estimation problems [15]. 

4. By passing these 2n+1 sigma points through the 
prediction model, time updated new sigma points for 
states and output are obtained. 

 
   ( ) ( )ˆ ˆ( 1) F( ( 1), ( ))i ix k k x k u k− = −   (26) 

  ( ) ( )ˆ ˆ( 1) H( ( 1))i iy k k x k k− = −   (27)  
 
5. Based on their statistics apriori estimates of state, 

ˆ( 1)−x k k  and covariance, ˆ( 1)−P k k are calculated. 
 

  
2 ( ) ( )

0
ˆ ˆ( 1) ( 1)

n i i
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i
x k k W x k k

=
− = −∑   (28) 
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Τ
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where,  
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  ( ) ( )ˆ ˆ( 1) ( 1)i ix x k k x k k= − − −   (30) 
 
6. Apriori estimate of output prediction is computed as 
 

  
2 ( ) ( )

0
ˆ ˆ( 1) ( 1)

n i i
m

i
y k k W y k k

=
− = −∑   (31) 

 
The weights involved in computing the apriori 
estimates (28-31) are obtained as below. 

 
  (0) / ( )= +mW nλ λ   (32) 

  (0) 2/ ( ) (1 )= + + − +cW nλ λ α β   (33) 

   ( ) ( ) 1 / 2( )= = +i i
m cW W n λ   (34) 

 
In (33), β is employed for incorporating the 
knowledge about the state distribution. In this case, 
the distribution is considered as Gaussian and the 
value of β for Gaussian distribution is 2 [15]. 

7.  Auto covariance of the innovation and cross covariance 
between the innovation and apriori estimates are 
given below, which were used for the calculation of 
Kalman gain. 

 

  
2 ( ) ( ) ( )

0

Τ

=

⎡ ⎤ ⎡ ⎤= +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∑
n i i i

yy c
i

P W Ry y   (35) 

 
2 ( ) ( ) ( )

0

Τ

=

⎡ ⎤ ⎡ ⎤= ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦∑
n i i i

xy c
i

P W x y   (36) 

 
where,  

 
  ( ) ( )ˆ ˆ( 1) ( 1)i iy k k y k ky = − − −   (37) 

 
8. Calculation of kalman gain using Pyy and Pxy is carried 

out. 
 

  1( ) xy yyK k P P−=  (38) 
 
9. Correction of apriori estimates of states and covariance 

using kalman gain, are done as follows. 
 

  ˆ ˆ ˆ( ) ( 1) ( )[ ( ) ( 1)]x k x k k K k y k y k k= − + − −   (39) 

  ˆ ˆ( ) ( 1) ( ) ( )yyP k P k k K k P K kΤ= − −   (40) 
 
The steps 2 to 9 are repeated at all the iterations of the 

entire process run.  
 

3.3 ANN- based state estimation algorithm [23] 
 
It is developed for eliminating the linearization of the 

nonlinear state function involved in the correction part of 
EKF and UKF algorithm. In this scheme, the correction 

 
Fig. 3. General NARX structured ANN, (b) NARX structure for the considered example 



Shijoh Vellayikot and M. V. Vaidyan 

 http://www.jeet.or.kr │ 1497

part is replaced by a nonlinear ANN model. Since ANN 
model is a mathematical abstraction using the empirical 
models, this method can be a better choice for replacing the 
correction part of the estimation scheme. Because of the 
huge data (covering the entire operating region) based 
training of ANN, this method provides more robust 
estimation of states. The ANN is a black box modeling tool 
in which the linear combination of inputs along with 
activation function (AF) gives the output. To capture the 
dynamic behavior of the correction part in a better way, a 
dynamic neural network (NARX) is suggested.  

NARX, the recurrent dynamic neural network is having 
feedback connections from different layers of the network. 
The current output can be predicted as a function of present 
and past inputs and past outputs as given below, in which Y 
and X represent the outputs and inputs of the network 
respectively and KNN is a nonlinear ANN function.  

 
  Y(k)=KNN{X(k),…,X(k-m),Y(k-1),…,Y(k-n)}  (41) 

 
A sequence of current and past input vectors (X(k), 

X(k-1), …, X(k-m)) are obtained by passing X(k) 
through an input time delay unit, ITD(0:m). Similarly 
output time delay unit, OTD(1 : n) provides a sequence 
of past output vectors (Y(k-1), …, Y(k-n)). For the 
considered problem, the input to the neural network,  

T
1 2 3
ˆ ˆ ˆX( ) [ ( 1), ( 1), ( 1), ( 1)]k h k k h k k h k k k kγ= − − − −  and the 

output, T
1 2 3
ˆ ˆ ˆY( ) [ ( ), ( ), ( )]k h k h k h k= . 

Training of the ANN is done using the data obtained 
from the EKF based state estimation. Tuning of the ANN is 
done by varying Hidden layer neurons, number of output 
delays (n) and number of input delays (m) by keeping the 
integral square error (ISE) as the performance measure. 
After training and tuning of NARX the weights (W) and 
biases (B) are obtained, by making use of MATLAB 
functions. The general NARX diagram and the detailed 
structure for the considered problem are given in Fig. 3. 
The parameters related to the NARX are listed in Table 3. 
Now the correction part of state estimation scheme (Fig. 2) 
can be replaced with this ANN 

The steps involved in ANN based state estimation 

algorithm are summarized below. 
 
1. Assume the proper values for the initial state vector. 
2. Measure the input and output variables from the plant. 
3. Present the input and assumed state vector to the 

prediction model to obtain apriori state estimates as 
below 

 
  ˆ ˆ( 1) F( ( 1), ( ))x k k x k u k− = −   (42) 

 
4. Find the apriori output estimates as 
 

  ˆ ˆ( 1) H ( 1)y k k x k k⎡ ⎤− = −⎣ ⎦   (43) 
 
5. Calculate the innovation between the plant output and 

apriori output estimates as 
 

  ˆ( 1) ( ) ( 1)− = − −k k y k y k kγ   (44) 
 
6. Equation 41 can be re written to obtain aposteriori 

estimates of the state as follows. 
 

{ }NNˆ ˆ ˆ( ) K ITD( ( 1), ( 1)),OTD( ( ))x k x k k k k x kγ= − −   
  (45) 

 
Repeat the steps 2 to 6, at each sampling instants of the 

entire period of operation, with recent state estimates as 
input to the model. The estimated values of state using 
different state estimators are fed to the inverse dynamics 
controller for controlling the non-measurable state 
variables and the control law required to realize this which 
is reported in [22] is reproduced in the next section. 

 
 

4. Estimator Based Controller [22] 
 
If the process is of nonlinear type, the conventional 

controllers (P, P+I or P+I+D) will not give satisfactory 
performance in all its operating regions. Some kind of 
nonlinear controllers have to be selected for such control 
applications. In hybrid systems, for the controller design, 
its mode switching property has also to be taken in to 
account. For such processes, model based control schemes 
are proposed in the literature [7-9, 20-22] for obtaining the 
satisfactory control of the output variables.  

In this work, as in the case of UKFC in [22], an 
estimator based inverse dynamics controller (EBIDC) is 
implemented for controlling the non-measurable states of 
AHS. Its general block diagram is given in Fig. 2. These 
non- measurable variables are estimated using different 
state estimation algorithms explained in section 3. These 
estimated states are fed to the EBIDC based on which the 
corrective action is taken. In the benchmark hybrid three-
tank system, out of three state variables (h1, h2 and h3), h3 is 
the only sensed output state. The control problem is 
identified as to control the levels h1 and h2 using the output 

Table 3. Values of different ANN parameters 

Parameter Value 
ANN Structure  NARX 

No. of hidden layers  1 
Hidden Layer neurons 5 

Hidden layer activation function  ‘tansigmoid’ 
Output layer activation function  ‘purelin’ 

No of exogenous inputs 4 
No. of delayed inputs 0 

No of outputs 3 
No. of feedback output delays 2 

Training method Back propagation 
Training function Levenberg Marquardt 

Performance Function Mean Square Error 
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measurement alone. Because of the reduction in the 
number of sensors, the EBIDC can be termed as reduced 
sensor control scheme.  

The control law derived in [22] is given below. 
 

 ( )1 1 1sp
ˆ ˆ ˆ ˆ=A C h - + + +

1in 1 1 3 5F h Q Q Q   (46) 

  ( )2 2 2sp
ˆ ˆ ˆ ˆ=A C h - + + +

2in 2 2 4 7F h Q Q Q   (47) 
 
Where, C1 and C2 are controller tuning parameter, and its 

values are varied from 0 to 1 on separate runs and the 
integral square error between the controlled variable and 
the set point, is noted. The values of C1 and C2, which give 
the minimum ISE, are selected as the tuning parameter. 
The h1sp and h2sp are the corresponding externally fed 
desired values of water levels that are to be controlled. The 
estimated values of corresponding levels are represented by 

1̂h and 2̂h  respectively.  
 
 

5. Experimental Results 
 
Different EBIDC algorithm were implemented separately 

on the experimental setup shown in Fig. 4. In addition to 
the experimental setup, other tools used for the real time 
implementation are the software LabVIEW and the NI 
DAQ pad (USB6251). USB 6251 has 16 analog channels 
for data acquisition. After determining the discharge 
coefficients of different hand valves, Model developed in 
section II is validated using this experimental setup and 
then the state estimation algorithms are validated [23].  

Once the performances of the estimators are satisfied 
[23], these estimators are used in the EBIDC, to control 
the non-measurable states of the experimental setup of 
AHS. In the real system, the performance experimentally 
obtained by using EKFC, UKFC and ANNC, is evaluated 
in detail under a variety of operating conditions, constraints, 
uncertainties and system faults, so that the robustness of 
the proposed aproaches (EKFC and UKFC) for AHS can 
be well studied. Both qualitative and quantitative 

comparisons were carried under various situation of the 
plant operation, which are presented in the following 
subsections. 

 
5.1 Servo and regulatory operation 

 
Set point tracking capability of the closed loop system 

is studied by introducing a step change in setpoint of 
magnitude 0.04 m at 100th sampling instant and the 
qualitative comparison of the performance is given in Fig. 
5(a). In this case ISE, set point tracking time, control signal 
generation time etc. were considered as the quantitative 
performance measures, and they are tabulated in Table 4. 
From this it is clear that even though all the controllers 
respond to the set point variations very well, EKFC is 
giving slightly better performance while considering the 
ISE criteria and control signal generation time.  

For evaluating the regulatory operation of the system, 

 
Fig. 4 Experimental set up of hybrid three-tank system 
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system: (a) servo response; (b) regulatory response
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disturbances are introduced at 50th and 250th sampling 
instants by directly adding and removing some quantity of 
water to or from the tanks. In this case, disturbance 
rejection time is also considered as performance index 
(Table 5). Graphical comparison of the result, provided in 
Fig. 5(b), shows that, the disturbance rejection capability of 
the controllers are found to be good and, ANNC is quickly 
rejecting the effects of disturbance when compared EKFC 
and UKFC and is quantitatively compared in Table 5.  

 
5.2 Initial state vector mismatch  

 
The first step of implementing all these methods (EKFC, 

UKFC and ANNC) is the selection of initial state vector for 
the model. This assumed value need not be equal to the 
actual levels of the process as sensors for some levels (h1 
and h2) are assumed to be unavailable. So it is necessary to 
evaluate the performance of the controllers under initial 
condition mismatch. Initial state vector considered for the 
model is [0 0 0.23] and that for the plant is [0.28 0.28 0.23]. 
So a mismatch of 0.28 m is considered in the initial values 
of h1 and h2.and the performance is given in Fig. 6 and the 
quantitative comparison is given in Table 6. Along with 
general performance measures setpoint tracking time is 
also considered as an additional performance measure. 
ANNC is giving the best performance compared to that of 
others which can be observed from Table 6 and Fig. 6. Also 
the maximum deviation from set point due to this initial 
condition mismatch is lowest for ANNC scheme.  

 
5.3 Parameter uncertainties 

 
As both the state estimation and control algorithms are 

model dependant, the parameter used in the model may 
play an important role in the control action. The parameters, 
area of the tanks and valve coefficients are found by direct 
measurements, conducting experiments and doing steady 
state analysis. So there is a chance of measurement and 
calculation error due to human involvements. This condition 
is included in the studies by introducing a mismatch of 
10% of actual value in area of all tanks and hand valve 
coefficients. Both positive and negative mismatch conditions 
are evaluated and the results are given in Fig. 7 and the 
performance measures are given in Table 7.  

From the results presented in Fig. 7 and Table 7, it is 
clear that ANNC outperforms its counterparts under 
parameter uncertainties as it is giving lowest ISE. Also, the 
offset in the controlled variable is considered as a special 
performance index in this situation and from the results it 
is lesser in the case of ANNC when compared with that of 
EKFC and UKFC. 

 
5.4 Hand valve faults  

 
One of the main hand valve faults is leakage of water in 

the closed condition. Leakage fault is introduced in the 
permanently closed fifth hand valve, at 100th sampling 
instants onwards in one run. In another run, clogging of 

Table 4. Performance measure (servo operation) 

Controller ISE1, (m2s) ISE2, (m2s) Setpoint Tracking 
Time, (s) 

EKFC 0.0149 0.0132 34 
UKFC 0.0160 0.0148 36 
ANNC 0.0172 0.0144 32 

 
Table 5. Performance measure (regulatory operation) 

Controller ISE1,  
(m2s) 

ISE2,  
(m2s) 

Disturbance 
Rejection 
Time, (s) 

Control Signal 
Generation 

time, (s) 
EKFC 0.0308 0.0296 130 0.0328 
UKFC 0.0277 0.0304 120 0.1849 
ANNC 0.0200 0.0193 70 0.1038 
 

Table 6. Performance measure (Initial state vector 
mismatch) 

Controller ISE1, 
(m2s) 

ISE2, 
(m2s) 

Setpoint 
Tracking Time, 

(s) 

Control Signal 
Generation 

time, (s) 
EKFC 0.3151 0.5480 275 0.0293 
UKFC 0.1767 0.3175 180 0.1935 
ANNC 0.0214 0.0592 68 0.1017 
 

Table 7. Performance measure (Parameter uncertainties) 

Parameter 
mismatch Controller ISE1 

(m2s)
ISE2 
(m2s) 

Control Signal 
Generation time (s)

Offset
(m) 

EKFC 0.0128 0.0131 0.0294 +0.0087
UKFC 0.0124 0.0120 0.2112 +0.0079+10% 
ANNC 0.0045 0.0069 0.0999 +0.0039
EKFC 0.0352 0.0341 0.0373 -0.0152
UKFC 0.0297 0.0290 0.2010 -0.0138-10% 
ANNC 0.0122 0.0131 0.1037 -0.0064
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hand valve, another type of fault, is introduced by partially 
reducing the flow through 6th hand valve at 100th sampling 
instant. How the controllers are responding to these faults 
is given in Fig. 8 and the performance measures is given in 
Table 8.  

From Table 8, the ANNC is giving the lesser ISE values 
which confirm the better performance of ANNC under 
these hand valve faults. 

In all the above mentioned cases of plant operation, even 
though the ISE is largest in the case of EKFC, the control 
signal generation time lowest for EKFC. Also highest 
control-signal generation time is obtained in the case of 
UKFC. So EKFC will be a better option for controlling the 
state variables of faster dynamic AHS.  
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Fig. 8 Controlled Levels (h1 and h2) in hybrid three-tank 

system under hand valve faults: (a) Leakage; (b) 
Clogging 

 
 

6. Conclusion 
 
Main Contributions of this paper are as follows. 

 A robust ANNC and faster EKFC, for controlling the 
non-measurable states of autonomous hybrid systems, 
have been proposed. 

 Performance evaluation was carried out on an 
experimental setup of hybrid three-tank system and 
their performance was compared with that of UKFC 

 Using ANNC implemented for the considered system, a 
considerable improvement in the ISE in most of the 
situations are obtained as reported in section V. 

 Using the EKFC implementation, the control signal 
generation time was considerably reduced.  

 
Quantitative analysis was made in terms of ISE, control 

signal generation time as general performance index and 
set point tracking time and disturbance rejection time in 
some specific situations. The robustness in controlling the 
non-measurable states, under some real time operating 
constraints, was observed by conducting experiments on 
the real plant and the results are reported in section 5. In all 

Table 8. Performance measure (valve faults) 

Condition Controller ISE1 
(m2s) 

ISE2 
(m2s) 

Control Signal 
Generation time (s)

EKFC 0.1110 0.0072 0.0518 
UKFC 0.1026 0.0059 0.1883 Leakage 
ANNC 0.0600 0.0077 0.0768 
EKFC 0.7638 0.7610 0.0268 
UKFC 0.2616 0.2613 0.1630 Clogging 
ANNC 0.0082 0.0078 0.0943 
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the cases mentioned in section 5, except in servo operation 
of the closed loop system, the ISE is the lowest for ANNC 
which implies that ANNC has more robustness when 
compared to EKFC and UKFC in controlling the non-
measurable states of AHS under the above mentioned 
conditions. The robustness and accuracy of the system with 
ANNC are achieved due to the following reasons.  

 In the correction part of EKFC and UKFC, some kinds 
of linearization of nonlinear state function around the 
operating point are involved. But, ANNC uses a 
nonlinear ANN, which is a mathematical abstraction 
using empirical models trained using the data collected 
from the system, to correct the apriori estimates.  

 The correction part of ANNC is completely parameter 
independent, which gives the better state estimates 
under parameter mismatch. 

 ANN has built in noise rejection capability. 
 Dynamic ANN structure (NARX) selected is suitable 

for this application. 
 Training of the ANNC is carried out with a very huge 

set of data which covers the entire operating region of 
the process.  

 
To conclude, it is highly recommended to use ANNC for 

controlling the non-measurable states of AHS especially 
when the robustness is the main concern of the control. 
Even though EKFC is giving, higher ISE values in all the 
cases, it is better to go for EKFC when the states of faster 
dynamics processes have to be controlled. The control-
signal generation time for EKFC is nearly 1/4th that for 
ANNC and 1/8th that for UKFC as reported in section V.  

In conditions where parameter change occurs, an offset 
in the controlled variable is obtained. If the parameters are 
estimated and updated in the model frequently, the offset 
can be removed. Future works may be addressed in this 
direction. Also, the results obtained are motivating to 
derive new algorithms for the AHS under uncertainties 

 
 

Acknowledgement 
 
The authors greatly acknowledge the help rendered by 

Dr. J. Prakash, Professor and Head, Instrumentation 
Engineering Department, MIT Campus Anna University, 
Chennai, India by providing facilities to carry out the 
experimental work in Process control laboratory of his 
department 

 
 

References 
 

[1] N. Sriram., B. Gautam. “Model-based diagnosis of 
hybrid systems”, IEEE trans. on systems, man and 
cybernetics, part a: systems and humans, vol. 37 
issue. 3, pp. 348-361, 2007 

[2] Thomas. Krilavičius, “Hybrid Techniques for Hybrid 
Systems”, PhD dissertation, University of Twente, 
Enschede, The Netherlands, Sep. 2006.  

[3] W. P. M. H. Heemels, D. Lehmann, J. Lunze, B. De 
Schutter, “Introduction to hybrid systems”, Cam-
bridge university press, pp. 3-30, 2009. 

[4] M. Sarailoo, Z. Rahmani, B. Rezaie, “Modeling of 
Three-Tank System with Nonlinear Valves Based on 
Hybrid System Approach”, journal of control engg 
and technology, vol. 3, issue 1, pp. 20-23, 2013. 

[5] Cyril J., V. I. George, P. R. Venkateswaran, “Discrete 
controller design for a hybrid three – tank system”, 
Int. Journal on advanced science engineering infor-
mation technology, Vol. 2, No. 1, pp. 40-44, 2012. 

[6] Prakash Jagadeeshan., M. Elenchenzhiyan S.L. Shah, 
“State estimation of a non-linear hybrid system using 
an interacting multiple model algorithm”, In Proc. 
IFAC Adchem, pp. 626-631, Jul. 2012. 

[7] Shijoh. Vellayikot and M V Vaidyan, “Development 
of Nonlinear Model and Performance Evaluation of 
Model based Controller and Estimator for the 
Efficient Control of Hybrid three tank System”, Int. 
journal of computer applications, vol. 56 No 12, pp. 
11-16, 2012. 

[8] N. N. Nandola, S. Bharatiya., ‘Hybrid system 
identification using a structural approach and its 
model based control: An experimental validation’, 
Nonlinear Analysis: Hybrid Systems, vol. 3, issue 2, 
pp. 87-100, 2009. 

[9] Shijoh V., M. V. Vaidyan, “Development of generic 
dynamic nonlinear model for autonomous hybrid 
system and design of inverse dynamics controller 
and derivative free state estimator in presence of 
uncertainties”, In Proc. IEEE iMac4s, India, Mar. 
2013 

[10] N. Barhoumi, F. Msahli, M. Djemaï, K. Busawon, 
“Observer design for some classes of uniformly 
observable nonlinear hybrid systems”, Nonlinear 
Analysis: Hybrid Systems, Vol. 6, Issue 4, pp. 917-
929,  

[11] W. Wanga, L. Lia, D. Zhoua, K. Liub, “Robust state 
estimation and fault diagnosis for uncertain hybrid 
nonlinear systems”, Nonlinear Analysis: Hybrid 
Systems vol. 1, issue 1, pp. 2-15, 2007 

[12] S. J. Julier and J. K. Uhlmann, “A new extension of 
the Kalman filter to nonlinear systems”, Proc. 
AeroSense:11th Int. Symp. Aerospace/Defense Sensing, 
Simulation and Controls, pp.182 -193 1997 

[13] Andrew. H. Jazwinski: “Stochastic Processes and 
Filtering Theory” Academic Press, New York 1970.  

[14] R E. Kalman “A new approach to linear filtering 
and prediction problems”. ASME-Journal of Basic 
Engineering, pp. 35- 45, 1960. 

[15] R. Van der Merwe, E.A Wan, “The square-root 
unscented Kalman filter for state and parameter-
estimation,” In proc. of IEEE International Con-



Experimental Investigations on Performance Comparison of EKF and ANN Based Controllers with UKF Based Controller for ~ 

 1502 │ J Electr Eng Technol.2016; 11(5): 1492-1502 

ference ICASSP '01, vol. 6, no., pp. 3461-3464, 2001 
[16] Y. Hao, Z. Xiong, F. Sun, X. Wang, "Comparison of 

Unscented Kalman Filters," In Proc. ICMA, pp. 895-
899, 5-8 Aug. 2007 

[17] Z. Xie, J. Feng, “Real-time nonlinear structural 
system identification via iterated UKF”, Mechanical 
systems and signal processing, vol. 28, pp. 309-322, 
2012. 

[18] V. A. Bavdekar, A. P. Deshpande, S. C. Patwardhan, 
“Identification of process and measurement noise 
covariance for state and parameter estimation using 
extended Kalman filter”, Journal of Process Control, 
vol. 21, Issue 4, pp. 585-601, April 2011 

[19] N. Orani, A. Pisano, M. Franceschelli, A. Giua, E. 
Usai, “Robust reconstruction of the discrete state for 
a class of nonlinear uncertain switched systems”, 
Nonlinear Analysis: Hybrid Systems, vol. 5, Issue 2, 
pp. 220-232, 2011. 

[20] J. Prakash, S. C. Patwardhan, S. L. Shah, “State 
estimation and nonlinear predictive control of auto-
nomous hybrid system using derivative free state 
estimators”, Journal of process control, vol. 20, Issue 
7, pp. 787-799, August 2010. 

[21] Jagadeeshan P., Sachin C. P., Sirish L. S, “Design 
and Implementation Fault Tolerant Model Predictive 
Control Scheme on a Simulated Model of Three-
Tank Hybrid System”, Conference on control and 
fault tolerant systems, France, pp. 173-178, 2010 

[22] V. Shijoh, M. V. Vaidyan, and Varghese M. V., 
“Computer aided implementation of estimator based 
inverse dynamics controller for the control of non-
measurable state variables of an autonomous hybrid 
system”, LNSE, vol. 1, no. 3, pp. 284-288, 2013. 

[23] Shijoh V., M. V. Vaidyan, “ANN approach for state 
estimation of hybrid systems and its experimental 
validationcom”, Matematical problems in engineer-
ing, vol. 2015, Article ID 38232, pages 13. 

[24] Shijoh V., M. V. Vaidyan, “Estimator based con-
trollers for hybrid systems with uncertainties – an 
experimental validation”, In proc. of ICACCI, 
Eranakulam, India, pp. 1044-1051, Aug. 2015. 

[25] [25] Kumar, S., Prakash, J. and Kanagasabapathy, P. 
“A critical evaluation and experimental verification 
of extended kalman filter, unscented kalman filter 
and neural state filter for state estimation of three 
phase induction motor”, Applied Soft Computing, vol. 
11, Issue 3, pp. 3199-3208, 2011. 

[26] [26] A. G. Parlos, S. K. M. and Amir F. Atiya, “An 
algorithmic approach to adaptive state filtering using 
recurrent neural networks”, IEEE trans. on neural 
networks, vol. 12, no. 6, 2001, pp. 1411-1432. 

[27] [27] E. Manitsas, R. Singh, B. C. Pal, and Goran 
Strbac, “Distribution System State Estimation Using 
an Artificial Neural Network Approach for Pseudo 
Measurement Modeling”, IEEE trans. on power 
systems, vol. 27, no. 4, Nov. 2012. 

[28] M. Jazaeri and M. T. Nasrabadi, “A new fast and 
efficient artificial neural network based state 
estimator incorporated into a linear optimal regulator 
for power system control enhancement”, electric 
power components and systems, 43(6), 644-655, 
2015. 

 
 
 

Shijoh Vellayikot is currently is a 
Research scholar in the Department 
of Electrical Engineering, National 
Institute of Technology, Calicut, India. 
He received B.Tech in Electrical and 
Electronics Engineering from Calicut 
University, Kerala, India and M. E. in 
Instrumentation Engineering from MIT 

Campus, Anna University, Chennai, India. His research 
interests include Process modeling and control, State 
estimation, and advanced model based control strategies.  
 
 

M. V. Vaidyan has obtained B.Sc. and 
M.Sc. degrees in engineering from 
University of Calicut. Presently he is 
professor in Electrical Engineering 
Department, National Institute of 
Technology, Calicut, India. His research 
interests spans around system identi-
fication, embedded systems, computer 

controlled systems, model reference adaptive systems, 
model predictive control, medical cybernetics, FPGA based 
system design etc. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX3:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /Description <<
    /ENU (Use these settings to create PDF documents with higher image resolution for high quality pre-press printing. The PDF documents can be opened with Acrobat and Reader 5.0 and later. These settings require font embedding.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308030d730ea30d730ec30b9537052377528306e00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /FRA <FEFF004f007000740069006f006e007300200070006f0075007200200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020005500740069006c006900730065007a0020004100630072006f0062006100740020006f00750020005200650061006400650072002c002000760065007200730069006f006e00200035002e00300020006f007500200075006c007400e9007200690065007500720065002c00200070006f007500720020006c006500730020006f00750076007200690072002e0020004c00270069006e0063006f00720070006f0072006100740069006f006e002000640065007300200070006f006c0069006300650073002000650073007400200072006500710075006900730065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e00650020007100750061006c00690074006100740069007600200068006f006300680077006500720074006900670065002000410075007300670061006200650020006600fc0072002000640069006500200044007200750063006b0076006f0072007300740075006600650020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e00200042006500690020006400690065007300650072002000450069006e007300740065006c006c0075006e00670020006900730074002000650069006e00650020005300630068007200690066007400650069006e00620065007400740075006e00670020006500720066006f0072006400650072006c006900630068002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e00200045007300740061007300200063006f006e00660069006700750072006100e700f50065007300200072006500710075006500720065006d00200069006e0063006f00720070006f0072006100e700e3006f00200064006500200066006f006e00740065002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e0067002000740069006c0020007000720065002d00700072006500730073002d007500640073006b007200690076006e0069006e0067002000690020006800f8006a0020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e00200044006900730073006500200069006e0064007300740069006c006c0069006e0067006500720020006b007200e600760065007200200069006e0074006500670072006500720069006e006700200061006600200073006b007200690066007400740079007000650072002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f00670065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000610066006400720075006b006b0065006e0020006d0065007400200068006f006700650020006b00770061006c0069007400650069007400200069006e002000650065006e002000700072006500700072006500730073002d006f006d0067006500760069006e0067002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e002000420069006a002000640065007a006500200069006e007300740065006c006c0069006e00670020006d006f006500740065006e00200066006f006e007400730020007a0069006a006e00200069006e006700650073006c006f00740065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200071007500650020007000650072006d006900740061006e0020006f006200740065006e0065007200200063006f007000690061007300200064006500200070007200650069006d0070007200650073006900f3006e0020006400650020006d00610079006f0072002000630061006c0069006400610064002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e0020004500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007200650071007500690065007200650020006c006100200069006e0063007200750073007400610063006900f3006e0020006400650020006600750065006e007400650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e0020004e00e4006d00e4002000610073006500740075006b0073006500740020006500640065006c006c00790074007400e4007600e4007400200066006f006e0074007400690065006e002000750070006f00740075007300740061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007000720065007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e002000510075006500730074006500200069006d0070006f007300740061007a0069006f006e006900200072006900630068006900650064006f006e006f0020006c002700750073006f00200064006900200066006f006e007400200069006e0063006f00720070006f0072006100740069002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006800f800790020007500740073006b00720069006600740073006b00760061006c00690074006500740020006600f800720020007400720079006b006b002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e00200044006900730073006500200069006e006e007300740069006c006c0069006e00670065006e00650020006b0072006500760065007200200073006b00720069006600740069006e006e00620079006700670069006e0067002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006600f60072002000700072006500700072006500730073007500740073006b0072006900660074006500720020006100760020006800f600670020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e00200044006500730073006100200069006e0073007400e4006c006c006e0069006e0067006100720020006b007200e400760065007200200069006e006b006c00750064006500720069006e00670020006100760020007400650063006b0065006e0073006e006900740074002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe7f6e521b5efa76840020005000440046002065876863ff0c5c065305542b66f49ad8768456fe50cf52068fa87387ff0c4ee575284e8e9ad88d2891cf76845370524d6253537030028be5002000500044004600206587686353ef4ee54f7f752800200020004100630072006f00620061007400204e0e002000520065006100640065007200200035002e00300020548c66f49ad87248672c62535f0030028fd94e9b8bbe7f6e89816c425d4c51655b574f533002>
    /CHT <FEFF4f7f752890194e9b8a2d5b9a5efa7acb76840020005000440046002065874ef65305542b8f039ad876845f7150cf89e367905ea6ff0c9069752865bc9ad854c18cea76845370524d521753703002005000440046002065874ef653ef4ee54f7f75280020004100630072006f0062006100740020548c002000520065006100640065007200200035002e0030002053ca66f465b07248672c4f86958b555f300290194e9b8a2d5b9a89816c425d4c51655b57578b3002>
    /KOR <FEFFace0d488c9c8c7580020d504b9acd504b808c2a40020d488c9c8c7440020c5bbae300020c704d5740020ace0d574c0c1b3c4c7580020c774bbf8c9c0b97c0020c0acc6a9d558c5ec00200050004400460020bb38c11cb97c0020b9ccb4e4b824ba740020c7740020c124c815c7440020c0acc6a9d558c2edc2dcc624002e0020c7740020c124c815c7440020c0acc6a9d558c5ec0020b9ccb4e000200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e0020c7740020c124c815c7440020c801c6a9d558b824ba740020ae00af340020d3ecd5680020ae30b2a5c7440020c0acc6a9d574c57c0020d569b2c8b2e4002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [545.000 394.000]
>> setpagedevice


