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Abstract – To cope with the increasing scale of scientific data and computational complexity of daily 
data, more and more cores have been integrated into GPU(Graphic Processing Units) and its working 
frequency is continually upgrading, which makes it being widely used in general computing for 
assisting CPU to accelerate program. While GPU offers powerful computing capability, the problem of 
the energy consumption becomes particularly prominently and it has become one of the important 
issues hindering development of GPU. For the purpose of solving this problem, DVFS (Dynamic 
Voltage Frequency Scaling) becomes an effective solution. Because the previous works only focus on 
single component and use linear relationship to do DVFS without considering energy saving of other 
units in system at software runtime, therefore we propose an energy saving model (CDVFS) of 
considering the characteristics of both GPU and memory at software runtime based on GA-BP 
(Genetic Algorithm-Back propagation) neural network to make better use of the relationship between 
components for energy saving. Firstly, the model assumes that functional relation between the software 
runtime characteristics of GPU and memory and the appropriate frequency which corresponds to the 
GPU and memory as nonlinear. Secondly, we extract five characteristics and use GA-BP neural 
network to fit the nonlinear functional relation. At last, experiments demonstrate the effectiveness of 
the approach and reasonableness of assumption, and also show that CDVFS can get average energy 
savings of 17.06% compared with previous works within acceptable performance loss. 
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1. Introduction 
 
The ICT (information and communication technology) 

industry is growing particularly fast in the world, and its 
carbon emissions are still in constant growth. A report of 
Gartner in 2007 points that the ICT industry accounts for 
approximately two percent of global carbon dioxide 
emissions and this number will be doubled by 2020. 
Energy conservation and emission reduction in the field of 
ICT has become an urgent issue to be faced by all the 
countries in the world. 

In 21st century, increasing scale of data puts forward 
higher requirement on computing speed than ever before. 
The data scale of simulation for nuclear explosion, satellite 
image data processing, weather forecast, molecular 
dynamics and genetic engineering is in TB (Tera-bytes, 240 
bytes) or even PB (Peta-bytes, 250 bytes) orders of 
magnitude and this is also the same in games and high-
definition video decoding in our daily life. These data need 
to be processed by processor with the computing power of 
trillion times per second or more. With the development of 

semiconductor technology, the improved performance of 
GPU has far exceeded than that of CPU. In order to take 
full advantage of powerful computing resources of GPU, 
the programmable pixel processing module is added to 
graphics pipeline to make the GPU gradually be widely 
used in the field of general purpose computing area. The 
enhancement of GPU computing power, however, is at 
the cost of increasing energy consumption. While the 
integration of GPU increases rapidly, energy consumption 
has gradually become one of the main factors that restrict 
GPU to be applied in the wide application. To alleviate 
the problem, reducing power consumption on the premise 
of guaranteeing performance has become the focus of 
attention. 

Current energy consumption of CMOS (complementary 
metal oxide semiconductor) circuit is mainly composed of 
static and dynamic energy consumption. The latter occupies 
the dominant position in the total energy consumption and 
it has approximately exponential relationship with running 
frequency. Therefore dynamically adjusting the operating 
frequency based on status of program can significantly 
reduce the energy consumption. DVFS is an energy saving 
mechanism by dynamically scaling frequency and voltage, 
changing and switching the state of memory bank and I/O 
device so as to make hardware provide appropriate 
performance based on the state of program. Its appearance 
provides a new opportunity for researching energy saving 
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on GPU. The rest of paper is organized as followings. In 
section 2, the related work will be presented. Section 3 
shows the energy saving model in details. The measure-
ment of software runtime characteristics and the fitting 
method of GA-BP neural network are described respectively 
in Section 4 and Section 5. Section 6 gives experimental 
results. Finally, conclusions about our work will be showed 
in Section 7. 

 
 

2. Related works 
 
DVFS provides a new way for researching energy saving 

and a number of techniques have been proposed in the past. 
These previous DVFS-related works can be classified into 
the following groups. 

The first category of these technologies uses deadline of 
the task to implement algorithms. [2] proposes a DVFS 
approach under constraint of task deadline. [3] reduces the 
global energy dissipation by proposing the DVFS policy 
under the constraint of the end-to-end delay. [4] identifies 
different traffic distribution of time slot in NoC (network 
on a ship) by using the worst-case packet deadline to do 
DVFS in order to reduce the energy consumption of the 
NoC. These policies know the task arrival times and 
deadlines in advance and scale frequency to reduce energy 
dissipation while meeting real-time deadlines. The second 
category uses compiler or application assisted information 
to guide DVFS scheduling for energy saving. In [5], the 
author proposes energy management of application layer 
by using information provided by the application. In [6], 
authors propose the compiler assisted DVFS and insert 
relevant DVFS instruction into the program to realize the 
purpose of saving energy depending on the detected type 
of the program that compiler provided. This group of 
methods needs additional code added to the program 
before it is executed on the system or compiler support 
for performing DVFS. The third category uses software 
runtime characteristics or statistics to guide DVFS for 
energy saving. [7] proposes a DVFS approach that uses the 
relation between IPC (instructions per cycle) information 
and frequency during the software runtime to reduce 
energy dissipation under the condition of the memory 
stall. [8] proposes a DVFS scheduling approach of 
multicore CPU that uses CPI, MAPI and the service level 
agreement (SLA) request information between the client 
and the server. In [9], DVFS is formulated into a multiple 
choice knapsack problem to minimize total energy 
consumption by giving MPI (last level cache misses per 
instruction) distribution of the program, the corresponding 
energy consumption and other statistics. [10] proposes a 
regression-based DVFS model by distinguishing the tasks 
on-chip or off-chip. An online DVFS is proposed in [11] 
based on the distribution of memory stall time, behavior of 
program phase and computational workload at software 
runtime. A DVFS scheduling approach is proposed in [12] 

using relationship between memory frequency and the 
threshold. [13] uses the relationship between frequency and 
weight vector that can be calculated by the parameter CPI 
and μ to implement the DVFS algorithm. For memory 
power consumption, [14] indicates that the memory power 
consumption accounts for 30% of the system so that the 
research on memory has a certain extent of significance 
for energy saving. [15] proposes the DVFS strategy based 
on memory power consumption, which illustrates that 
reducing memory frequency will not produce significant 
impact on the performance of the task when the memory 
bandwidth of program requirements is not very big. [16] 
scales memory frequency through minimizing system SER 
(system energy ratio) by using performance counters and 
memory power consumption performance model. Although 
using the runtime characteristics of program to guide the 
DVFS can achieve the aim of energy saving, these studies 
only take runtime characteristics of single component into 
consideration and neglect the energy saving of coordinated 
GPU, memory and I/O. 

Due to researches on coordinated component DVFS are 
relatively rare and they mainly use linear approaches, in 
this paper, we mainly discuss the problem of coordinated 
GPU and memory DVFS for energy saving. Inspired by the 
software runtime characteristics [7-15](reducing processor 
frequency in memory intensive program to save energy will 
not affect the overall system performance and decreasing 
memory frequency in compute-intensive programs to save 
energy will not affect the overall system performance), we 
propose a model(CDVFS) of coordinated GPU-memory 
energy saving approach based on GA-BP neural network, 
which jointly scales the GPU and memory frequency to 
achieve the goal of energy saving by the key characteristics 
that can be extracted from hardware at software runtime. 

 
 

3. Energy Saving Model 
 
It is widely accepted by scholars that using the runtime 

characteristics to guide DVFS can save energy. But these 
studies that guided by characteristics mainly use linear 
approach and regard characteristics and the corresponding 
frequency of hardware as N linear relationship [5, 7-13]. 
The linear relationship can be described as the following 
equation: 

 
 1 1 2 2  n nF N P N P N P= + + +  (1) 

 
where, F denotes the current frequency. Pn indicates the 
value of software runtime characteristics. Nn is the weight 
of each characteristic. Although using the model can get 
the result, it has the following deficiencies, Such as 1: 
Hypothesis of the linear relationship between runtime 
characteristics and frequency lacks practical support. 2: 
single indicator will not fully reflect frequency demand 
of out-of-order execution, data dependence and branch 
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prediction phenomena. Current approaches are not 
systematically considered into the frequency relevance 
between the GPU and memory at software runtime [7-
16]. Based on what have been analyzed above, we argue 
that there is a nonlinear relationship (Linear functional 
relationship can be considered as a special nonlinear 
functional relationship) between appropriate frequency and 
software runtime characteristics. By analyzing them, we 
can get the following relationship model: 

 
( ) ( )

( , , , , )
F Comp1,Comp2 f SRC

f AI GMCR MAPI CPI FL
=
=    (2) 

 
where, F(Comp1, Comp2) indicates the appropriate 
frequency of each component (Comp1,Comp2) at software 
runtime. SRC is the metric of the running software, f 
stands for the nonlinear functional relation. In dealing 
with nonlinear relationship, BP neural network is able to 
compute mathematical relationship with high accuracy 
no matter how complicated it would be. Therefore, in 
this paper, BP neural network is used as f function. AI, 
GMCR, MAPI, CPI, FL and its corresponding concrete 
measurement will be discussed in the next section. The 
energy saving model based on GA-BP neural network can 
be divided into the following five steps: 

(1)  Suppose there is a non-linear function relationship 
between appropriate frequency and characteristics at 
software runtime. 

(2) Measure characteristic quantities that are related to the 
frequency of GPU and memory at software runtime. 

(3) Obtain appropriate frequency at software runtime by 
running benchmarks through adjusting frequency. 

(4) Preprocess the characteristic quantities to fit the input 
of the model. 

(5) Fit the nonlinear function f through the GA-BP neural 
network. The input of GA-BP neural network is 
characteristics at software runtime and the output is the 
appropriate frequency of GPU and memory at software 
runtime. 

 
 

4. Measure the characteristic quantities 
 
Selecting characteristics of GPU and memory can affect 

the result of the model, thus this paper selects five metrics 
(arithmetic intensity, global memory to computation cycle 
ratio, memory access per instruction, instruction per cycle, 
frequency level) related to appropriate frequency of 
hardware from the perspective of running software 
behavior. From the view of macroscopic, executing 
program goes through the process that the programs are 
loaded into memory from the peripheral and fetch the 
instruction from the memory to run. From the view of 
microcosmic, software has feature of program locality at 
software runtime. Therefore, the five metrics can 
comprehensively reflect the intensive degree of GPU and 

memory at software runtime and they can be used to 
reflect the appropriate frequency related to the workload. 
Characteristic and its measurement will be made concrete 
analysis in the following. 

 
4.1 Arithmetic intensity 

 
AI (Arithmetic intensity) is first proposed in [17] to 

construct the roofline model and evaluate performance of 
program. It provides the optimization direction for 
programmers to judge whether the program is compute 
intensive or memory intensive. It is the ratio of floating 
point operations per second to accessing bytes per second 
from memory, which is shown in Eq. (3). 

 

 /
flopsAI

bytes s
=   (3) 

 
where, flops (floating point operations per second) indicate 
current peak floating point during the software running. B
ytes/s is the memory bandwidth used of the program. Eq. 
(3) directly expresses the executing program focus on 
which components at software runtime. The large value of 
AI indicates the program is emphasized on the processor. 

 
4.2 Global memory to computation cycle ratio 

 
To verify whether the program is compute intensive or 

memory intensive, [18] use a rule of thumb named “Global 
memory to computation cycle ratio (GMCR)" to measure 
the density of memory access during program running. The 
value of the GMCR can be obtained by Eq. (4). 

 

 
(   )

(  )
Number Global Memory TransactionsGMCR

Number Computation Instructions
=   (4) 

 
Number (Global Memory Transactions) and Number 

(Computation Instructions) in Eq. (4) respectively indicate 
number of executing memory access and number of 
executing computations instruction per unit time. Like 
arithmetic intensity, GMCR metric reflects the intensive 
degree of the GPU and memory from the perspective of 
instruction. 

 
4.3 Memory access per instruction 

 
The operations related to the memory are completed by 

the instruction during the program execution. The more 
times the memory is being accessed by the program in a 
unit time, the more intensive the memory resources are 
being exploited. MAPI (memory access per instruction) 
metric in [19] is able to quantify such relationship. 
Therefore, it can reflect the demand on memory bandwidth 
of program at the software runtime. [8] uses MAPI to 
change the frequency of memory and it can be calculated 
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by using Eq. (5). 
 

 
(  )

(  )
Number Memory AccessMAPI

Number Executed Instructions
=   (5) 

 
where, Number (Memory Access) indicates the Number of 
memory access, and Number (Executed Instructions) 
indicates the number of executed instructions. 

 
4.4 Instruction per cycle 

 
For the same program the shorter execution time is, the 

more instructions are executed per unit time. When IPC is 
increased, the utilization rate of processor increases, too. 
This property is used by [8] to indicate the intensive degree 
of the program in the processor. IPC is the average number 
of executed instructions per clock cycle and it can be 
expressed by Eq. (6). 

 

 
(  )

(  )
Number Executed InstructionsIPC

Number processor Cycles
=  (6) 

 
In Eq. (6), Number (Processor Cycles) and Number 

(Executed Instructions) respectively denotes cycles that 
processor used and the number of instructions executed. 

 
4.5 Frequency level 

 
Due to the above metrics of the same program are 

influenced by the current frequency of GPU, so it should 
be considered as a characteristic. After the GPU frequency 
is determined, the frequency of memory can be defined by 
the above metrics. In this paper, the level of current 
frequency is measured by Eq. (7). 

 
 ( )presentFL f max f=   (7) 

 
where, fpresent represents the current frequency of GPU. 
max(f) is the maximum running frequency of the GPU. 

 
 

5. Nonlinear Fitting of GA-BP Neural  
Network 

 
There is a nonlinear relationship between the runtime 

characteristics and the corresponding appropriate frequency 
of GPU and memory, and rational expression of this 
relationship can guide DVFS at software runtime. Therefore, 
how to express this kind of nonlinear is particularly 
important. BP neural network is a kind of numerical 
approximation method without establishing mathematical 
equation. It can approximate any nonlinear function and 
has good fitting ability by learning the input vector and 
output vector. In order to express the relationship more 
accurately, we use the genetic algorithm to optimize the 

initial weights and threshold values of BP neural network. 
Therefore, we adopt the GA-BP neural network to fit this 
relationship. 

 
5.1 Nonlinear fitting procedure of GA-BP neural 

network 
 
Steps of using GA-BP neural network to realize 

nonlinear fitting are detailed as followings: 

(1) Adjust the frequency under the guidance of software 
runtime characteristics, measure five software runtime 
characteristics from samples, and record the cor-
responding frequency of the GPU and memory. 

(2) Preprocess those five characteristics and the cor-
responding frequency and use them as the input and 
output value of the BP neural network respectively. 

(3) Design the structure of the BP neural network (layers, 
number of node and transfer function). 

(4) Use the genetic algorithm to optimize weights and 
threshold values of BP neural network and determine 
the correlation between input and output. 

(5)  Put the collected characteristics within software runtime 
into the established BP neural network and then get the 
output value. What’s more, we compare the processed 
output values with actual value to verify the validity of 
the model. 

 
5.2 Design GA-BP neural network 

 
GA-BP neural network refers to using genetic algorithm 

to optimize values of the weights and threshold to make BP 
neural network achieve the best fitting effect. The structure 
of BP should be firstly determined (number of hidden layer, 
number of nodes in hidden layer, transfer function of each 
layer) and then use the genetic algorithm (coding method, 
fitness function, selection, crossover operation and 
mutation operation) to optimize the values of weight and 
threshold. What’s more, approximation error, convergence 
speed and learning rate of neural network are factors that 
need to be considered. 

 
5.2.1 Determine the number of hidden layer 

 
The number of hidden layer will affect the prediction 

accuracy of network. If too much, it will lead to long 
training time and over fitting phenomenon. Robert Hecht-
Nielson in [20] proves that BP network of single hidden 
layer can approximate continuous function in any closed 
interval. So BP neural network of single hidden layer can 
finish the mapping of n to m dimensions. 

 
5.2.2 Determine the number of nodes in hidden layer 

 
The number of nodes in hidden layer will also affect the 

prediction accuracy of BP neural network, but how many 
nodes in hidden layer lacks the guidance of the scientific 
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method. Generally, the following empirical formula is 
always used to get the best numbers of nodes l: 

 
 l n m a≤ + +   (8) 

 
where, l is the number of nodes in hidden layer. n is the 
number of nodes in input layer. m is the number of nodes in 
output layer. a is constant number between 0 ~ 10. In this 
paper, there are five inputs(AI, MAPI, GMCR ,IPC and 
FL) in the input layer and two outputs (the appropriate 
frequency of GPU and memory) in the output layer, so the 
scope of l is: 4~13. 

 
5.2.3 Determine transfer function of each layer 

 
Using different transfer functions will have different 

effects on accuracy and learning rate, moreover, there is a 
variety of options for the transfer function of hidden layer 
and output layer, such as hardlim, hardlims, purelin, tansig, 
logsig, etc. Through the experiment, we can see that using 
the tansig and purelin as the transfer function can achieve 
satisfactory results in convergence speed and error. 
Therefore, we use the tansig and purelin as the transfer 
function for hidden layer and output layer. The structure of 
the BP neural network is shown in Fig. 1, where P is the 
input vector, wij is the weight between input layer and 
hidden layer, wjk is the weight between hidden layer and 
output layer, Y is the output vector, tansig and purelin is 
respectively the transfer function of hidden layer and 
output layer. 

 
5.2.4 Population coding 

 
The population coding uses real number coding. Size 

and composition of coding will be given after the structure 
of the network is determined. Population coding consists of 
four parts: the weights between input layer and hidden 
layer, thresholds of hidden layer, thresholds of output layer 
and the weights between hidden layer and output layer. 

Population initialize randomly after population coding is 
determined. 

 
5.2.5 Fitness function 

 
The fitness function determines the optimized direction 

of the algorithm. In this paper, we use sum of absolute 
value between the predicted output and the desired output 
as the individual fitness value Fit. It can be calculated from 
the Eq. (9). 

 

 
=1

( )
n

i i
i

Fit abs y o= −∑   (9) 

 
where, n is the number of output nodes. yi is the 
expectation output of the ith node. oi is the predicted output 
of ith node. 

 
5.2.6 Select operation 

 
In this paper, we use roulette method which is the 

strategy based on the proportion of the fitness values as the 
selection operation in the genetic algorithm. The selection 
probability Pi of each individual i is got by Eq. (10). 

 

 
1

1 /

1/

i
i n

i
j

Fit
P

Fit
=

=

∑（ ）
 (10) 

 
where, Fiti is the fitness value of individual i, and n is the 
number of individuals. 

 
5.2.7 Crossover operation 

 
Crossover operation is to choose two individuals from 

population to produce new excellent individual through 
exchanging and recombining them. We use the real number 
crossover method as crossover operation. The crossover 
operation on j bit between the kth individual ak and the lth 
individual al is as follows: 

 

 
(1 )
(1 )

kj kj lj

lj lj kj

a a b a b
a a b a b

= − +⎧
⎨ = − +⎩

  (11) 

 
where, b is a random number on interval [0, 1]. 

 
5.2.8 Mutation operation 

 
Mutation operation means choosing an individual from 

the population and selecting one gene in individual to 
generate better individual by mutation. The method of 
mutation operation is as follows: 

 

 
( ) ( )     0.5
( ) ( )     0.5

ij ij max
ij

ij min ij

a a a * f g r
a

a a a * f g r
+ − >⎧

= ⎨ + − ≤⎩
  (12) 

Fig. 1. Structure of BP neural network 
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where, aij is the jth gene of ith individual. amax is the upper 
bound of the gene. amin is the lower bound of the gene. 
f(g)=k(1-g/Gmax)2aij, where, k is a random number, g is the 
number of current iteration. Gmax is the largest number of 
evolution. r is a random number on interval [0,1]. 

After the structure of BP neural network is determined, 
we use genetic algorithm to optimize parameters of network. 
For better measuring characteristics, the typical benchmarks 
of CUDA are selected to test, such as batchCUBLAS, 
BlackScholes, FastWalshTransform, Matrixmultiplication, 
Matrixblas and MatrixTranspose. For our convenience, we 
use the abbreviation batch, BS, FWT, MT, MB and MTP to 
represent them respectively. That the software runs in 
compute intensive, the memory intensive and mixed phase 
has the heuristic significance for the frequency adjustment, 
so the selected software should contain these phases as 
many as possible. From this aspect, we select the MT as 
compute intensive program, choose MTP as memory 
intensive program, and select FFT as mixed program. We 
use GT740M GPU platform to run these typical software, 
and record their characteristics, corresponding frequency of 
GPU and memory through the performance tuner. In order 
to better approximate real frequency, we get the optimal 
weight and threshold of each layer under the following 

parameter settings: population size is 20, evolution time is 
100, crossover probability is 0.55 and the mutation 
probability is 0.18. Fig. 2 shows the weight and threshold 
values of BP neural network under the mean square error 
of 10-5 that obtained by genetic algorithm, where w1 is 
13*5 weight matrix between input layer and hidden layer 
and it is corresponding to the wij in Fig. 1. 13 and 5 are 
respectively the number of nodes in hidden layer and the 
number of nodes in input layer. b1 is the 13*1 threshold 
matrix of hidden layer and the 13 is equals to the number 
of nodes in hidden layer. w2 and b2 are the same meaning 
as the w1 and b1. The only difference is that w2 is the 
weight matrix between hidden layer and output layer and it 
is corresponding to the wjk in Fig. 1 and b2 is the threshold 
matrix of output layer. 

 
 
6. Nonlinear Fitting of GA-BP Neural Network 
 
In order to verify the validity of the CDVFS on energy 

saving, this paper compares and analyzes the results 
through the implement of CDVFS and actual running the 
approach of [13] and [16] , where [13] is used for scaling 
frequency of processors and [16] is used for adjusting 
frequency of memory. For fair comparison, we combine 
approach of [13] and [16] to illustrate results. Because the 
existing approach lacks coordinated GPU and memory 
DVFS, we call the combination approach as traditional 
DVFS, which we use TDVFS for convenience. The 
parameter in [13] is set as follows: the value of CPIavg is 
got by running compute-intensive benchmark at each 
frequency and CPIbase is the actual CPI value. We set the 
performance constraint to 2% in [16] compared with non-
DVFS. [13] and [16] are mainly for single component, so 
we set frequency of the memory in [13] to 980MHZ and 
the GPU in [16] to 980MHZ.  

As the runtime characteristics used in this paper has 
difficulties to obtain, we stimulate the CDVFS proposed in 
this paper after getting the experimental data from the 
GT740M platform and recording characteristics parameter 
at software runtime through the visual profiler. We use [21] 
to get the energy consumption of actual program execution 
and the simulated program execution. Fig. 3-Fig. 8 is the 
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effect of frequency variation by CDVFS, TDVFS, [13] and 
[16] under the program of batch, BS, FWT, MB, MT and 
MTP. The black solid line with square, red dot line with 
circle, dash blue line with upper triangle and dash dot olive 
line with lower triangle represent CDVFS, TDVFS, [13] 
and [16] in each figure respectively. The left part and right 
part of each figure show respectively the frequency of GPU 
and frequency of memory under above approaches. 

Frequency of processor behaves as follows under each 
approach. Because [16] is only for scaling frequency of 
memory, we set the frequency of processor at the constant 
number 980MHZ for each benchmark under it in the left 
part of each figure. During the execution of MB in Fig. 6, 
there is no difference in frequency change among CDVFS, 
TDVFS and [13]. This also appears at execution of MT and 
MTP in Fig. 7 and Fig. 8. These phenomena show that each 
approach has the same effect on type of MT, MB and MTP 
program. Runtime frequency of BS in Fig. 4 under CDVFS 
is slightly lower than that under TDVFS and [13]. This 
phenomenon indicates these approaches can adapt and 
meet the demand on frequency of the BS-type program. 
FWT program in Fig. 5 has the same phenomenon with 
the BS program and the difference between them is that 
the frequency generated by CDVFS is higher than that of 
the TDVFS and [13] in three periods. This shows that 
CDVFS is more sensitive in the aspect of satisfying the 
frequency of the FWT-type program. During execution of 
the batch program in Fig. 3, the frequency of CDVFS, 
TDVFS and [13] coincides with about two-thirds of total 
time. In the time that frequency doesn’t overlap, the BS-
liked phenomenon account for most of the time, this shows 

that batch has the BS-liked effect under CDVFS. The 
reason for phenomena above lies in that these approaches 
have different principles in adjusting frequency. From 
results got by all types of applications above, we can see 
that these approaches can scale frequency of processor at 
runtime and they have similar trends of frequency change 
in most cases. 

Frequency of memory behaves as follows under each 
approach. As [13] is only for adjusting frequency of 
processor, frequency of memory is ran at the constant 
number 980MHZ for each benchmark in right part of each 
figure. MB and MTP in Fig. 6 and in Fig. 8 show the 
similar trend of frequency change. Frequency of MTP is 
the same under CDVFS, TDVFS and [16]. This also 
happened in MB except for 4% of the total time that 
frequency of CDVFS is lower than that of TDVFS and [16]. 
This phenomenon shows that these approaches for MB and 
MTP on frequency adjustment of memory have almost the 
same effect. Runtime frequency of BS and MT in Fig. 4 
and in Fig. 7 shows that CDVFS is slightly lower than 
those under TDVFS and [16]. The frequency of FWT in 
Fig. 5 under CDVFS is slightly higher than that of TDVFS 
and [16]. These phenomena indicate these approaches can 
adapt and meet the demand on frequency of the BS-type, 
MT-type program and FWT-type program. At the batch 
program in Fig. 3, the frequency obtained by CDVFS 
changes frequently while the frequency got by TDVFS and 
[16] is constant. The time of frequency overlapped 
accounts for about 14.54% of the total time compared with 
the TDVFS and [16]. The time that is not overlapped 
accounts for most of the time and the frequency of CDVFS 
is lower than that of TDVFS and [16] in this period. Thus it 
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indicates that batch has the same effect as BS under the 
CDVFS. This is because these approaches have different 
principles in adjusting frequency of memory. From above 
results got by all types of applications, we can see that 
these approaches can scale frequency of memory at 
runtime. 

Fig. 9 shows energy consumption of TDVFS, [13] and 
[16] compared with CDVFS, and we use ratio to express. 
The ratio of positive value shows that the approach 
consumed more energy than CDVFS and the negative 
value illustrate opposite result. From the figure, we can see 
these approaches have different behaviors of energy 
consumption. TDVFS respectively consumes more energy 
about 5.32%, 1.53% and 2.72% than that of CDVFS in 
Batch, BS and MT. It saves energy about 2.58% compared 
with that of CDVFS in FWT and has almost equal energy 
compared with that of CDVFS in MB and MTP. [13] 
respectively consumes more energy about 7.88%, 2.7%, 
4.66%, 9.16% and 1.62% than that of CDVFS in Batch, BS, 

FWT, MT and MB. It has equal energy compared with that 
of CDVFS in MTP. [16] respectively consumes more 
energy about 36.74%, 1.73%, 38.72%, 2.78% 9.5% and 
30.92% than that of CDVFS in Batch, BS, FWT, MT, MB 
and MTP. Consequently, CDVFS respectively gets average 
energy saving of 2.38 %, 8.68%, 40.14% than TDVFS, 
[13] and [16]. The average total energy saving is 17.06%. 
The main reason lies in that [13] and [16] only take single 
component into consideration, ignoring energy saving of 
other component. TDVFS considers energy saving of both 
GPU and memory, but each component has its own principle 
and ignores the relationship of energy saving between them. 
CDVFS treats GPU and memory as potential energy saving 
components and it finds the relationship that can get better 
energy saving effect between them. 

For DVFS, the performance should be also taken into 
consideration. Fig. 10 is the performance of TDVFS, [13] 
and [16] compared with CDVFS, and we also use ratio to 
express. The meaning of negative and positive value is the 
same as described in Fig. 9. From the figure we can see the 
time for CDVFS is more than that of TDVFS, [13] and [16]. 
CDVFS consumes more time than TDVFS in Batch, BS, 
FWT, MT and MB respectively with 1.34%, 2.32%, 1.1%, 
0.34% and 0.12%. It consumes almost equal time as 
TDVFS in MTP. It also spends more time than [13] in 
Batch, BS, FWT, MT and MB respectively with 1.65%, 
2.62%, 1.39%, 0.46% and 0.38%. It has almost equal time 
compared with [13] in MTP. [16] spends less time than 
CDVFS in Batch, BS, FWT, MT, MB and MTP 
respectively with 2.79%, 2.29%, 2.3%, 0.34%, 1.42% and 
0.8%. CDVFS respectively consumes more time than 
TDVFS, [13] and [16] in average with 1.74%, 2.17%, 
3.32%. The average total time saving is 2.41% compared 
with CDVFS. This is because CDVFS scales both 
frequency of GPU and memory to save energy and then 
slow down the speed of each component. From the 
experiment, we can see that the performance loss is kept at 
acceptable value, which shows the CDVFS is effective. 

 
 

7. Conclusion 
 
General-purpose computing based on GPU attracts 

widely attention from researchers for its performance and 
energy efficiency. In order to better tap the energy saving 
effect of GPU in the general-purpose computing, we propose 
a modeling approach for energy saving called CDVFS. It 
has following advantages over existing approaches. 
Firstly, our approach is easy to be understood. Secondly, it 
can well reflect the demand on frequency of program. 
Finally, CDVFS can get average energy savings of 
17.06% compared with previous works within acceptable 
performance loss. Experiments validate our model for 
energy saving and the results indicate that our approach is 
effective and the assumption is reasonable. 
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