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Abstract 
 

Recently, Massive energy consumption in Cloud Storage System has attracted great attention 
both in industry and research community. However, most of the solutions utilize single 
method to reduce the energy consumption only in one aspect. This paper proposed an energy 
effective gear-shifting mechanism (E2GSM) in Cloud Storage System to save energy 
consumption from multi-aspects. E2GSM is established on data classification mechanism and 
data replication management strategy. Data is classified according to its properties and then be 
placed into the corresponding zones through the data classification mechanism. Data 
replication management strategies determine the minimum replica number through a 
mathematical model and make decision on replica placement. Based on the above data 
classification mechanism and replica management strategies, the energy effective 
gear-shifting mechanism (E2GSM) can automatically gear-shifting among the nodes. 
Mathematical analytical model certificates our proposed E2GSM is energy effective. 
Simulation experiments based on Gridsim show that the proposed gear-shifting mechanism is 
cost effective. Compared to the other energy-saved mechanism, our E2GSM can save energy 
consumption substantially at the slight expense of performance loss while meeting the QoS of 
user. 
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1. Introduction 

Cloud Storage System has become a trend in the future storage development. With the 
increasing popularity of data-intensive applications and services, enormous energy is 
consumed by large-scale data centers. It is reported that energy costs alone cloud account for 
23%-50% of the expenses and this bill mounts up to $30 billion worldwide [1,2]. Energy 
consumption of storage system accounting for 25%-35% [11] of data centers. With various 
application requiring storage devices by the 60% annual growth rate, the energy consumed of 
storage system will not be ignored. Therefore, how to reduce cloud storage devices energy 
consumption in large data center is an urgent problem need to be solved.  

However, research indicates that enormous energy has been consumed by the cloud 
storage system, but the utility of the servers or the disks is low to 25%~30% [17]. Therefore, 
how to achieve the energy consumed proportional to the utility (Energy-proportionality) is the 
effective method to reduce the energy consumption in Cloud Storage. In order to achieve 
Energy-proportionality or approximately Energy-proportionality, recent researches employ 
many techniques, such as data classification, data concentration, data replication, workload 
consolidation, and Dynamic Power Management etc[4,10~12,17~21,31~39]. These 
Energy-proportionality related researches achieve the objective in some degree, however only 
employing one fold technique lead to the limited reduced energy. We elaborately combine 
some of the techniques to save the energy consumption through more dimensional. An energy 
effective gear-shifting mechanism (E2GSM) is proposed in this paper: in which data 
partitioning mechanism, data replication management strategies with dynamic rotate speed 
management technique are designed to construct the gear-shifting mechanism. Data 
partitioning mechanism divides data into four categories based on its properties, and then 
place it into the corresponding zones. Different zones employ different disk rotate speed to 
save energy consumption in first stage. Data replication management strategies, which include 
the replication number determine model and the replicas placing strategy are designed to save 
energy consumption in second stage. E2GSM determine the minimum number of data replicas 
through a mathematical model, and then we placing the replicas in the certain nodes to assure 
the gear-shifting mechanism can be carried out smoothly. Base on the above classification 
mechanism and replica management mechanism, the energy effective gear-shifting 
mechanism(E2GSM) is established, in which neural network is employed to predict the load 
of the next period, which make it feasible to shift among the different gears to save the energy 
consumption in third stage. Mathematical analytical model certificates our proposed E2GSM 
is energy effective. Simulation experiments based on Gridsim show that the proposed 
gear-shifting mechanism is cost effective: averagely save 43% energy while meeting the QoS 
of user. And the maximum energy savings is about to 78%. 

As mentioned before, compared to the current energy-saved techniques, the main 
contributions of this paper are as follows: 

1) Saving energy consumption through multi-dimension: data classification and replica 
management mechanism are designed to reduce energy consumption in first and second stage. 
Gear-shifting mechanism is carried out to save energy consumption in the third stage. 

2) Neural network is utilized to predict the load of the next period, which makes the 
gear-shifting mechanism is energy effective possible. 
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3) Energy consumption model is construced in this paper, and the effective energy of our 
proposed E2GSM is confirmed through the mathematical proof. 

4) Simulation experiments are done on Gridsim simulator to verify the energy-effective 
mechanism. 

2. Related Work 
Recently, a wide variety of research has been attracted on cloud storage energy consumption 
field, in which data management related strategies combined with rotate speed adjust 
technique is the hotspot technology. In general, data classification is the primary technique to 
reduce the energy consumption. According to the different access rate in the storage system, 
E.Pinhero et al proposed PDC (Popular Data Concentration) model[3], it periodically migrate 
data to a few hot disk, and the data with lower access rate stored on the left of the disk. PDC 
can reduce energy consumption obviously, but it has a side effect on the performance of the 
system, since most applications request in PDC will be focus on a small part of the disk, which 
resulting in heavy load on the fraction of the disk and increasing I/O response time. In [7] 
AutoMig collected comprehensive parameters such as history file access, file size, disk 
utilization etc. to dynamically classify documents. Furthermore, it utilizes the LRU strategy to 
maintain the state of files that in flash memory device. Experiments in hierarchical storage 
systems show that compared with existing methods, AutoMig effectively shortening I/O 
response time of the front-end. RiniT. Kaushik et al proposed Green HDFS named Lightning 
in [8, 9]. According to the characteristics of the data, the cloud storage system is divided into 
the Hot Zone and Cold Zone. Data that has not been accessed for a long time is stored in the 
Cold Zone, which can be as long as possible in off or low speed state with low energy 
consumption. Data with frequent access rate placed in the Hot Zone, which has high energy 
consumption for the high rotate speed. Simulation experiments show that division of the hot 
and cold zones can reduce energy consumption by 26%. Furthermore, well designed data 
placement or data layout is another method to reduce energy consumption. Li, Hongyan 
proposed the REST architecture in[13]: by slightly changing the data layout strategies, REST 
can safely keep lots of redundant storage node in standby mode during a relative long period 
time. Even in term of power failure, REST can ensure the redundant nodes safety. Data 
classification utilized in our E2GSM is different from the above stratiges, as it classifys the 
data into more types according to the  characteristic of the data.   

Data replication technique is widely utilized in cloud storage system to achieve traditional 
performance such as: data availability, scalability, reliability, load balanced and parallel 
access et al. [16][24~28]. In recent years, replication technique with the basis of the 
multi-speed disk is also widely utilized to achieve energy consumption reduction. LiuJingyu et 
al proposed S-RAID structure which uses SSD disks mixed with ordinary disk [6], by turning 
down part of the idle disk to save energy. Experiments show that the hybrid S-RAID5 disk 
which composed of 12 general disks and two solid-state SSD disk compared with the same 
level RAID5, energy consumption of hybrid S-RAID5 disk is only 28% of RAID5. C. Weddle 
etc. [5] built the power-aware RAID(PARAID) based on the elaborated data placement and 
replication strategies, which reduces energy user of commodity server class disks without 
specialized hardware. PARAID uses a skewed stripping pattern to adapt to the system load by 
varying the number of the powered disks. By spinning disks down during light loads, PARAID 
can reduce power consumption, while still meeting performance demands. Inspired by the 
PARAID mechanism, Kim and Rotem proposed FREP [15] (Fractional Replication for 
Energy Proportionality) mechanism. In FREP data replicated at the node granularity, thus the 



4684                                                       You et al.  E2GSM: Energy Effective Gear-Shifting Mechanism in Cloud Storage System. 

entire node can be shut down while the system load is light to a certain threshold. Simulation 
experiments on Disksim show that compared to PARAID mechanism, FREP mechanism is 
more energy-efficient and with shorter response time. In addition, a large number of 
simulation experiments show that the FREP mechanism can reduce 90% energy consumption 
at the cost of bare performance loss in theory. Saiqin Long, et al proposed TPES saving 
strategies in [14]: in which by designing replication management mechanism with the variable 
replica factor and by operating the cluster reconfiguring based on the best total cost, TPES 
shifts the node mode through workload prediction and observation. Data replication technique 
is also utilized to reduce the energy consumption of network components [29][30]. Data 
replication technique utilized in our mechanism is not only for the data availability, but also 
for making the energy-effective mechanism carried out possible.  

The above related work shows that it is feasible and effective to reduce energy 
consumption while employing techniques, such as: data classification, data replication, data 
placement, gear-shifting with dynamic rotate speed management technique. However, all of 
them only employing one or two of the techniques, which reduce energy finitely. We try to 
combine some of the techniques to save the energy consumption through more dimensional, 
and to reduce the energy consumption more quantifiable. Therefore, we proposed an energy 
effective gear-shifting mechanism (E2GSM) in Cloud Storage System: in which data 
classification mechanism, data replication management strategy, dynamic rotate speed 
management technique and gear-shifting mechanism are integrated to save energy 
consumption in corresponding aspect. Mathematical analytical model certificates our 
proposed E2GSM is energy effective. Simulation experiments done on Gridsim show that 
E2GSM is cost effective: averagely save 43% energy while guaranteeing the QoS. And the 
maximum energy savings reach 78%. 

3. E2GSM: Energy-Effective Gear-Shifting Mechanism 

3.1 System Architecture 
In E2GSM, Data Classification Strategy, Replica Number Determine Model and Replica 
Placement Strategy are designed to construct the energy gear-shifting mechanism, in which 
the neural-network and the dynamic rotate speed management techniques are employed. In 
this section, we will describe our energy gear-shifting mechanism in detail. 

The architecture of E2GSM is shown in Fig. 1. Data requests from applications are 
processed by our energy gear-shifting mechanism, in which the neural-network prediction 
technique is utilized to classify data and distribute to the Cold Zone or Hot Zone. Based on the 
Data replica management strategies (include replica number decided model and the replica 
placement strategy) and the Rotation speed adjust technique, it is feasible to carry out our 
proposedE2GSM while guaranteeing the data availability. Every component of our E2GSM 
will be detailedly described in the following subsections. 
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Fig. 1. The Architecture of E2GSM 

 

3.2 Data Classification Strategy 
In order to describe the problem clearly, the following definitions are given. 
Data Temperature: The term reflects the average accessed number on data. The higher 
average accessed number is, the higher data temperature is, and vice-versa.  
Cold data: Data that the average accessed number is less than cold temperature threshold. 
Hot data: Data that the average accessed number is greater than hot temperature threshold. 
Seasonal data: Data that the averages accessed number is greater than hot threshold some 
times, less than the cold temperature threshold some times. That is, the data temperature is 
fluctuating. Therefore, there are seasonal hot data and seasonal cold data. 
Accordingly, Cloud Storage System is divided into Cold Zone and Hot Zone. Nodes in Hot 
Zone are with higher energy consumption due to the higher disk rotate rate. Nodes in Clod 
Zone are with lower energy consumption due to the lower disk rotate rate. Data will be 
distributed between the two Zones according to its temperature. In order to support our 
energy-saving replica placement strategy deployed. Hot zone will further be divided into the 
source hot zone, the first backup zone, the second backup zone, the 3rd zone ... the k-th backup 
zone (k is less than 4 in general), where the i-th backup zone is the storage zone of the i-th 
replica. And Cold zone will be divided into source cold zone and backup zone (cold data 
contains only one replica). Furthermore, the node mode will be divided into the following 
status. 
Sleep mode: the node will not accept any request, and with lowest power consumption. 
Active mode: that node can work, accept and process requests, with normal power 
consumption. 
Positive status: the node is processing tasks, with high power consumption. 



4686                                                       You et al.  E2GSM: Energy Effective Gear-Shifting Mechanism in Cloud Storage System. 

Idle status: the node is active but no processing request, in idle status, with lower power 
consumption. 
Data Classification Strategy of E2GSM described as follow: 
1) The Data initially divided into cold data, hot data or seasonal data by green data 
classification strategy based on anticipation (AGDC), which is our preliminary work in [22]; 
2) The cold data is stored at the source cold zone, which contains only one node at the initial 
moment. Only when the node is full, E2GSM opening a new node as a node of the source cold 
zone storage data, turn 3); 
3) The seasonal data which pre-divided for cold individually placed in source cold zone of 
cold zone turn 4);  
4) The hot data putted into the source hot zone, which contains only one node at the initial 
moment. Only when the node full, E2GSM opening a new node as a node of the source hot 
zone storage data. As the number of nodes increased, the id number of nodes increased from 
low to high, the temperature of data gradually reduced, turn 5);  
5) The seasonal data that pre-divided for hot individually placed in opened node in the source 
hot zone, if and only if the current node is full, a new node will be opened. The id of the node 
will be numbered increasingly. Hot data and seasonal hot data may exist at the interlinked 
node, but the id of node that stored the seasonal hot data is greater than or equal to the id of 
the node that stored hot data. 

3.3 Data Replication Management Strategy  
Well-designed Replica Management Strategy can achieve favorable traditional performance, 
such as: data availability, load balance, response time, etc. It also can be the basis of 
implementing our gear-shifting mechanism to save energy consumption. The minimum 
replica decided model and the replica placement strategy will be described in the following 
subsections. 

3.3.1 The minimum replica number decided model 
Our decided model of replica number only considers the hot data, which is classified above, 
because the cold data will only contains a replica to guarantee the availability of the data. 
We assume that the number of nodes is n, the number of files is m, node 𝑆𝑆𝑖𝑖 contains 𝑚𝑚𝑖𝑖 files, 𝑆𝑆𝑖𝑖 
contains a collection of files 𝑓𝑓𝑖𝑖 for 𝑓𝑓𝑖𝑖 = {𝑓𝑓𝑖𝑖1, 𝑓𝑓𝑖𝑖2, …𝑓𝑓𝑖𝑖𝑚𝑚𝑖𝑖}, 𝑝𝑝𝑖𝑖 is the fault tolerance of node 𝑆𝑆𝑖𝑖, 𝑟𝑟𝑖𝑖 is 
the replica number of 𝑓𝑓𝑖𝑖, P (NA) is probability of node availability, P(𝑁𝑁𝑁𝑁����) is the unavailability 
of node P(𝑁𝑁𝑁𝑁����) = 1 − P(NA) . P(FA)  is the probability of file availability,  P(𝐹𝐹𝐹𝐹����)  is the 
unavailability  probability of file P(𝐹𝐹𝐹𝐹����) = 1 − P(FA).  

P(𝐹𝐹𝐹𝐹����) = P(𝑁𝑁𝑁𝑁1������ × 𝑁𝑁𝑁𝑁2������ × … × 𝑁𝑁𝑁𝑁𝑟𝑟𝚥𝚥������) 
Nodes in system are independent to each other, thus: 

P(𝐹𝐹𝐹𝐹����) = P(𝑁𝑁𝑁𝑁1������) × P(𝑁𝑁𝑁𝑁2������) × … × P �𝑁𝑁𝑁𝑁𝑟𝑟𝚥𝚥������� = �𝑝𝑝𝑖𝑖

𝑟𝑟𝑗𝑗

𝑖𝑖=1

 

Then P(FA) = 1 −∏ 𝑝𝑝𝑖𝑖
𝑟𝑟𝑗𝑗
𝑖𝑖=1 ，assume that the user expectation for data availability is 

𝐴𝐴expect，then 1−∏ 𝑝𝑝𝑖𝑖
𝑟𝑟𝑗𝑗
𝑖𝑖=1 ≥ 𝐴𝐴expect，this formula can derive to the minimum replica number 

𝑟𝑟min. 
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3.3.2 Data Replicating 
In this subsection, we designed the data replicating strategy. Cloud Storage System is divided 
into cold zone and hot zone, hot zone containing the source hot zone, the first backup zone, the 
second backup zone ... m-rd backup zone; cold zone contains source cold zone and backup 
zone. In order to describe the problem clearly, related parameters are given in the Table 1. 
 

Table 1. Parameter Description 
Parameters Parameter Description 

 HSN𝑗𝑗 j-th node of the source hot zone 
 CSN𝑗𝑗 j-th node of the source cold zone 
 HN𝑖𝑖𝑖𝑖  j-th node of the i-rd backup zone of hot zone 
 CN𝑗𝑗 j-th node in backup zone of cold zone 
𝑎𝑎𝑖𝑖% hot data ratio in i-th backup zone of hot zone 

 HSD𝑗𝑗  hot data collection of j-th node in source hot zone 
 CSD𝑗𝑗 cold data collection of j-th node in source cold zone  

 HSSD𝑗𝑗 seasonal data collection of j-th node in source hot zone 
 CSSD𝑗𝑗  seasonal data collection of j-th node in source cold zone  

hsn The number of source hot data block in source hot zone 
csn The number of source cold data block in source cold zone  

hssn + 1 The number of source seasonal hot data block in source hot zone 
cssn + 1 The number of source seasonal cold data block in source cold zone 
m The number of backup zone in hot zone 
n total number of nodes 

|hsn ∗ 𝑎𝑎𝑗𝑗%| the number of nodes required to store𝑎𝑎𝑗𝑗%hot data block 
 
We assume that after the implementing our Data Classification Strategy, the node HSNjof 
source hot zone contained source hot data HSDj and the source seasonal hot data HSSDj.The 
node CSNj of source cold zone contained source cold dataCSDj and the source seasonal cold 
data  CSSDj .In general, hot data has at least 𝑟𝑟min replicas and seasonal hot data has only 
𝑟𝑟minreplicas, all data in the cold zone contains only one replica. Hot zone is further divided into 
m+1 zones (m>𝑟𝑟min), in which a source hot zone and m backup zones are contained. The 
number of backup zones in hot zone is m, the1~𝑟𝑟min zones replicating the hot data and 
seasonal data, the remaining (m-𝑟𝑟min)zones replicating the ai% most hot data (where  is the 
number of the backup zone). Hot data block in i-th backup zone is{ HSD1,  HSD2 , …  HSDhsn} ∗
(ai%) , of which only the 1,2, … rmin backup zone containing source seasonal hot 
block { HSSDhsn ,  HSSDhsn+1 , …  HSSDhsn+hssn} , a1% ，a2%，…，armin%  default value is 
generally 100%. 
The procedure of determining the value of m and 𝑎𝑎𝑖𝑖% determination ( by default even if the 
node capacity is not sufficient, hot data block has 𝑟𝑟min replicas can be guaranteed )  

1) Firstly, data blocks in source hot zone and in source cold zone fully replicated in the 
related backup zone, in source hot zone called the first backup zone and in source cold zone 
called the backup zone. Therefore, the remaining nodes is s1 = n − hsn− hssn− csn − cssn, 
turn 2);  
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2) If s1 > 0 &&𝑠𝑠1 ≥ ℎ𝑠𝑠𝑠𝑠 + ℎ𝑠𝑠𝑠𝑠𝑠𝑠, then data in source hot zone 100% fully replicated 
again in the backup zone that called the second backup zone. Then, the number of the 
remaining nodes iss2 = s1 − hsn− hssn.The hot data blocks are replicated completely to 
the𝑟𝑟min-th backup zone in the same way. Thus, the remaining number of nodes is s𝑟𝑟min =
s(𝑟𝑟min − 1)− hsn− hssn, turn 3);  

3) If s𝑟𝑟min > 0&&s𝑟𝑟min ≥ |hsn ∗ 𝑎𝑎𝑟𝑟min+1%| , the 𝑎𝑎𝑟𝑟min+1%  most hot data blocks of 
source hot zone are replicated, the remaining number of nodes iss(𝑟𝑟min + 1) = s𝑟𝑟min − |hsn ∗
𝑎𝑎𝑟𝑟min+1%|, this zone known as𝑟𝑟min + 1 backup zone, turn 4). Otherwise, the source hot data by 
ranking each replica to the new node until the remaining nodes filled, this zone known 
as𝑟𝑟min + 1 backup zone, replicating ended;  

4) If s(𝑟𝑟min + 1) > 0&&s(𝑟𝑟min + 1) ≥ |hsn ∗ 𝑎𝑎𝑟𝑟min+2%| , the 𝑎𝑎𝑟𝑟min+2%  most  data  
blocks are replicated, the remaining number of nodes iss(𝑟𝑟min + 2) = s(𝑟𝑟min + 1)− |hsn ∗
𝑎𝑎𝑟𝑟min+2%|, this zone known as𝑟𝑟min + 2 backup zone, turn 4). Otherwise, the source hot data by 
ranking each replica to the new node until the remaining nodes filled, this zone known 
as𝑟𝑟min + 2 backup zone, ending replicating;  

5) If s(𝑟𝑟min + 2) > &&s(𝑟𝑟min + 2) ≥ |hsn ∗ 𝑎𝑎𝑟𝑟min+3%| , the 𝑎𝑎𝑟𝑟min+3% most hot data 
blocks are replicated. Therefore, the remaining number of nodes iss(𝑟𝑟min + 3) = s(𝑟𝑟min +
2)− |hsn ∗ 𝑎𝑎𝑟𝑟min+3%|, this zone known as𝑟𝑟min + 3  backup zone, turn 4). Otherwise, the 
source hot data by ranking each replica to the new node until the remaining nodes filled, this 
zone known as𝑟𝑟min + 3 backup zone, replicating ended; 

In generally, the maximum number of replicas is set to 5. 

3.4 Energy-Effective Gear-Shifting Mechanism 
In this section, we will describe in detail the proposed Energy Gear-shifting Mechanism 
(E2GSM), which is constructed based on the above data classification strategy and data 
replication strategy. E2GSMemploy the neural network to predict the load of the next period 
time to carry out the automatic gear-shifting mechanism, in which the performance model and 
energy consumption model are built accordingly. 

Based on the collected history data, we assume the request arrival rate of the K period 
before current is {𝑣𝑣1,𝑣𝑣2, … ,𝑣𝑣𝐾𝐾}respectively, where the 𝑣𝑣𝑖𝑖represents the request arrival rate of 
the i-th period. We define the 𝑛𝑛𝑛𝑛𝑛𝑛𝑣𝑣 represents the total number of request arrival during the 
beginning time𝑡𝑡𝑠𝑠 to the current moment𝑡𝑡, then the request arrival rate of current period is 
𝑣𝑣0 = 𝑛𝑛𝑛𝑛𝑛𝑛𝑣𝑣

𝑡𝑡−𝑡𝑡𝑠𝑠
. According to {𝑣𝑣0,𝑣𝑣1,𝑣𝑣2, … ,𝑣𝑣𝐾𝐾}, employ the neural network to predict the request 

arrival rate  of the next period. Assume the number of nodes in active status is 𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜, then the 
request arrival rate of single-node is a = 𝑣𝑣

𝑛𝑛𝑛𝑛𝑛𝑛𝑜𝑜
, if the node-task processing rate is 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐, 

employing neural network can deduce the following parameters: 

The arrival time of the i-th request (𝑅𝑅𝑅𝑅𝑖𝑖) is: 𝑅𝑅𝑅𝑅𝑖𝑖 = 𝑖𝑖−1
𝑎𝑎
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The beginning time of the i-th request (𝑃𝑃𝑃𝑃𝑖𝑖) is: 𝑃𝑃𝑃𝑃𝑖𝑖 = 𝑖𝑖−1
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 

 Then the waiting time for the i-th request (W𝑡𝑡𝑖𝑖) is: W𝑡𝑡𝑖𝑖 = 𝑖𝑖−1
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

− 𝑖𝑖−1
𝑎𝑎

 

Then the maximum waiting time for all requests (MWT) is: MWT = max1≤i≤a W𝑡𝑡𝑖𝑖 
As shown above, we can predict the maximum waiting time among all requests in the 

current period isMWT. If the user set the waiting time threshold as th𝑤𝑤𝑤𝑤.Our gear-shifting 
mechanism operated as follow: when the maximum waiting timeMWT ≥ th𝑤𝑤𝑤𝑤, the gear will 
shift up (that is the number of  nodes in active status increased), when MWT < th𝑤𝑤𝑤𝑤and 
Mwt < 0.5th𝑤𝑤𝑤𝑤, the gear will shift down, that is the number of nodes in active status (with 
yellow color in figure) decreased. Otherwise, maintain the current gear. 
 
Source data zones Backup zones  
Source hot 
data zone 

Source cold 
data zone 

Backup zones of hot data Backup 
zones of 
cold data 

Gear- 
shifting 

 HSN1,  HSN2, ..  CSN1,  CSN2, .. First replica Second 
replica 

… m-th 
replica 

Cold data 
replica 

 

… … … … … … … Highest 
gear 

… … … … … … …  

… … … … … … … Lowest 
gear 

Fig. 2. Gear-shifting architecture diagram of E2GSM 
 
Fig. 2 depicts the gear-shifting architecture of ourE2GSM system, which can automatic 
gear-shifting from high to low or low to high according to the predict MWT and the th𝑤𝑤𝑤𝑤of the 
user. Highest gear means that all nodes in the system are active, which has the best 
performance but with the highest energy consumption rate. Lowest gear means that only nodes 
in the source data area are active, the nodes in the backup area are in sleep state (with green 
color in figure). This gear has the lowest energy consumption rate but with poor performance. 
Since the maximum waiting time for all tasks (MWT) is related to the system load, E2GSM 
automatically gear-shift between highest and lowest gear based on the current load on the 
system: when the system load is heavyE2GSMcarry out gear shifting up, otherwise gear 
shifting down. In this way we reduce the energy consumption in greatest degree while 
guaranteeing the requirement of user. In the next section, we will evaluate the traditional 
performance and energy consumption of our E2GSM through mathematic analysis and 
simulation experiments. 
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4. Evaluation through mathematic analysis 

 4.1 Performance Model of the Gear-shifting Mechanism 
In this section, we will establish the performance model of the gear-shifting mechanism, in 
which fnumi represents the number of noeds has file i,Nij represents j-th node has file i, rsNijk 

represents the size of k-th task of Nij, rnNij represents the number of task in Nij, st represents 
the average location time of system disk (s), tt represents the system 
disk transmission rate (M/s).  
Then the time of finishing k-th task of 𝑁𝑁𝑖𝑖𝑖𝑖is : 

𝑡𝑡𝑁𝑁𝑖𝑖𝑖𝑖𝑘𝑘 = 𝑟𝑟𝑟𝑟𝑁𝑁𝑖𝑖𝑖𝑖𝑘𝑘 𝑡𝑡𝑡𝑡⁄ + 𝑠𝑠𝑠𝑠                                (1) 

Assume the task of reading file i is allocated to𝑁𝑁𝑖𝑖𝑖𝑖, the waiting time𝑤𝑤𝑤𝑤𝑁𝑁𝑖𝑖𝑖𝑖 is as follow: 

𝑤𝑤𝑤𝑤𝑁𝑁𝑖𝑖𝑖𝑖 = ∑ 𝑡𝑡𝑁𝑁𝑖𝑖𝑖𝑖𝑘𝑘
𝑟𝑟𝑟𝑟𝑁𝑁𝑖𝑖𝑖𝑖
𝑘𝑘=1                                 (2) 

Then we can obtain the minimum waiting time required to read file i on the current gear is 
WT𝑖𝑖 = min1≤𝑗𝑗≤fnum𝑖𝑖 𝑤𝑤𝑤𝑤𝑁𝑁𝑖𝑖𝑖𝑖                            (3) 

Assume  represents the performance testing period, acr represents the request arrival rate, 
therefore the number of task is num𝑟𝑟 = acr ∗ t . Assume  R = {𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟num𝑟𝑟}  represents the 
file set of the task request, which 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖 represents the size (M) of file i. By the formula (3), we 
can obtain the minimum waiting time required to read file 𝑟𝑟𝑖𝑖 on the current gear is : 

WT𝑟𝑟𝑖𝑖 = min
1≤𝑗𝑗≤fnum𝑟𝑟𝑖𝑖

𝑤𝑤𝑤𝑤𝑁𝑁𝑟𝑟𝑖𝑖𝑗𝑗 

Then the average waiting time of the current gear is  

AWT = 1
num𝑟𝑟

� WT𝑟𝑟𝑖𝑖

num𝑟𝑟

𝑖𝑖=1

 

The average actual service time is  

AST = 1
num𝑟𝑟

� (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑖𝑖 𝑡𝑡𝑡𝑡⁄ + st)
num𝑟𝑟

𝑖𝑖=1

 

Then the average response time is  
AAT = AWT + AST 

The average delay is  
ALT = 𝐴𝐴𝐴𝐴𝐴𝐴 𝐴𝐴𝐴𝐴𝐴𝐴⁄  

Getting the average response time of the Cloud Storage System (AAT) and the OoS can 
guarantee we can employ our gear-shifting mechanism to save energy consumption whiling 
meeting the requirement of the user. 

4.2 Energy Consumption Model of the Gear-shifting Mechanism 
According to gear-shifting mechanism, we established the corresponding energy consumption 
model. Assume 𝑅𝑅 = {𝑟𝑟1, … , 𝑟𝑟𝑏𝑏, 𝑟𝑟𝑝𝑝, … , 𝑟𝑟𝑥𝑥} represents the data requests set,𝑅𝑅h = {𝑟𝑟1, … , 𝑟𝑟ℎ , … , 𝑟𝑟𝑏𝑏} 
represents hot data request set, and 𝑅𝑅c = {𝑟𝑟𝑝𝑝, … , 𝑟𝑟𝑐𝑐 , … , 𝑟𝑟𝑥𝑥} represents cold data request set, 
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where 𝑅𝑅 = 𝑅𝑅h ∪ 𝑅𝑅c and 𝑅𝑅h ∩ 𝑅𝑅c = ∅. Besides, 𝐹𝐹 = {𝑓𝑓1, … ,𝑓𝑓𝑢𝑢,𝑓𝑓𝑣𝑣 , … ,𝑓𝑓𝑚𝑚} represents data file set, 
𝐹𝐹h = {𝑓𝑓1, … , 𝑓𝑓ℎ , … , 𝑓𝑓𝑢𝑢} represents hot data file set, and 𝐹𝐹C = {𝑓𝑓𝑣𝑣, … , 𝑓𝑓𝑐𝑐 , … ,𝑓𝑓𝑚𝑚}represents cold 
data file set, where 𝐹𝐹 = 𝐹𝐹h ∪ 𝐹𝐹c and 𝐹𝐹h ∩ 𝐹𝐹c = ∅. Assume 𝑆𝑆h represents average size of the hot 
request file, 𝑆𝑆c represents average size of the cold request file, and the current total number of 
disks is  .  

We assume that each disk can be configured to high speed rotation mode and low speed 
rotation mode. Upon the mode is set, the disk cannot be dynamically scheduled to another 
mode during providing the service, while it can be assigned to another mode by the 
administrator. 𝐷𝐷 = {𝑑𝑑1, … ,𝑑𝑑𝑒𝑒 ,𝑑𝑑𝑓𝑓 , … ,𝑑𝑑𝑛𝑛} represents the disk set opened on current gear,𝐷𝐷h =
{𝑑𝑑1, … ,𝑑𝑑h, … ,𝑑𝑑𝑒𝑒}   represents the rapidly rotating disk set. And 𝐷𝐷c = {𝑑𝑑𝑓𝑓, … ,𝑑𝑑𝑐𝑐, … ,𝑑𝑑𝑛𝑛}  
represents the relative slowly rotating disk set, where 𝐷𝐷 = 𝐷𝐷h ∪ 𝐷𝐷c   and 𝐷𝐷h ∩ 𝐷𝐷c = ∅. 𝑡𝑡h 
(𝑀𝑀b s⁄  ) represent the transfer rate of high-speed disk, 𝑐𝑐h(𝑠𝑠) represents the average seeking 
time of high-speed disk, 𝑝𝑝h (J Mb⁄  ) indicates the positive energy of high-speed disk, 𝑖𝑖h (J s⁄  ) 
represents the ideal energy consumption of high-speed disk, 𝑡𝑡c（Mb s⁄ ） represents the 
transfer rate of low-speed disk, 𝑐𝑐c(𝑠𝑠) indicates the average seeking time of low-speed disk, 
𝑝𝑝c（J Mb⁄ ）represents the positive energy of low-speed disk, 𝑖𝑖𝑐𝑐（J s⁄ ） represents the ideal 
energy consumption of low-speed disk, and 𝑖𝑖𝑠𝑠（J s⁄ ） indicates the energy consumption of 
hibernated disk. Besides, from the relevant literature, we get that the ratio of transfer speed 
between disks has a relation with the ratio among positive energy consumption and the ideal 
energy consumption ratio[1].  

Assume that the current gear is opening 𝑟𝑟min + k − X(1− 𝑟𝑟min ≤ k ≤ 3) number of nodes, 
where 𝑟𝑟min + k  indicates the current maximum backup number of the hot zone data ,  
indicates the cold zone had opened  copies of data currently. According to our data 
replicating strategy, we can obtain the current number of the hot nodes |𝐷𝐷h| is:  

|𝐷𝐷h| = {
� (ℎ𝑠𝑠𝑠𝑠 + ℎ𝑠𝑠𝑠𝑠𝑠𝑠)

𝑟𝑟min+k

𝑖𝑖=1

                                                    𝑘𝑘 ≤ 0

� (ℎ𝑠𝑠𝑠𝑠 + ℎ𝑠𝑠𝑠𝑠𝑠𝑠) + � |hsn ∗ 𝑎𝑎𝑟𝑟min+2%|
𝑘𝑘

𝑖𝑖=1

𝑟𝑟min

𝑖𝑖=1

           𝑘𝑘 > 0

 

The current number of the cold nodes |𝐷𝐷c| is: |𝐷𝐷c| = 𝑋𝑋(𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐), then the number of the 
disks in a sleep status is: 

|𝐷𝐷s|= 𝑛𝑛 − |𝐷𝐷c| − |𝐷𝐷h| 
Assume that the energy consumption of the requester 𝑟𝑟h  belongs to the request set 𝑅𝑅h 
requesting access to the file 𝑓𝑓h(𝑓𝑓h ∈ 𝐹𝐹h) is  

𝑒𝑒hactive = 𝑆𝑆h ∗ 𝑝𝑝h 
The average service time for the requester 𝑟𝑟h requesting access to the file 𝑓𝑓h is  

athactive = 𝑆𝑆h 𝑡𝑡h⁄ + 𝑐𝑐h 
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The total time for the testing is 𝑡𝑡ceshi , the total energy consumption of the hot request set 𝑅𝑅h 
accessing to the file is:  

𝑒𝑒𝑅𝑅h
active = �𝑒𝑒hactive

|𝑅𝑅h|

h=1

 

The total service time provided for the hot request set 𝑅𝑅h accessing to the file is:  

at𝑅𝑅h
active = �𝑎𝑎𝑎𝑎hactive

|𝑅𝑅h|

h=1

 

In the test time, the ideal energy consumption of hot disk is:  
𝑒𝑒hotidle = 𝑖𝑖h ∗ �|𝐷𝐷h| ∗ 𝑡𝑡ceshi − at𝑅𝑅h

active� 
Then the energy consumption of hot disk is:  

𝑒𝑒hot = 𝑒𝑒𝑅𝑅h
active + 𝑒𝑒hotidle = �𝑆𝑆h ∗ 𝑝𝑝h

|𝑅𝑅h|

h=1

+ 𝑖𝑖h ∗ �|𝐷𝐷h| ∗ 𝑡𝑡ceshi −� (𝑆𝑆h 𝑡𝑡h + 𝑐𝑐h)⁄
|𝑅𝑅h|

h=1

�

= |𝑅𝑅h|𝑆𝑆h𝑝𝑝h + 𝑖𝑖h ∗ �|𝐷𝐷h|𝑡𝑡ceshi − |𝑅𝑅h|(𝑆𝑆h 𝑡𝑡h + 𝑐𝑐h)⁄ � 
Similarly, the energy consumption of cold disk is:  

𝑒𝑒cold = 𝑒𝑒𝑅𝑅c
active + 𝑒𝑒coldidle = �𝑆𝑆c ∗ 𝑝𝑝c

|𝑅𝑅c|

c=1

+ 𝑖𝑖c ∗ �|𝐷𝐷c| ∗ 𝑡𝑡ceshi −� (𝑆𝑆c 𝑡𝑡c + 𝑐𝑐c)⁄
|𝑅𝑅c|

c=1

�

= |𝑅𝑅c|𝑆𝑆c𝑝𝑝c + 𝑖𝑖c ∗ (|𝐷𝐷c|𝑡𝑡ceshi − |𝑅𝑅c|(𝑆𝑆c 𝑡𝑡c + 𝑐𝑐c)⁄ ) 
The energy consumption of the disk in sleep status is:  

𝑒𝑒sleep = 𝑖𝑖s ∗ |𝐷𝐷s| ∗ 𝑡𝑡ceshi 
Then in the case of distinguishing hot and cold disk, the total energy consumption is: 

𝑒𝑒total = 𝑒𝑒hot + 𝑒𝑒cold + 𝑒𝑒sleep
= |𝑅𝑅h|𝑆𝑆h𝑝𝑝h + |𝑅𝑅c|𝑆𝑆c𝑝𝑝c + 𝑖𝑖h ∗ �|𝐷𝐷h|𝑡𝑡ceshi − |𝑅𝑅h|(𝑆𝑆h 𝑡𝑡h + 𝑐𝑐h)⁄ �+ 𝑖𝑖c

∗ (|𝐷𝐷c|𝑡𝑡ceshi − |𝑅𝑅c|(𝑆𝑆c 𝑡𝑡c + 𝑐𝑐c)⁄ ) + 𝑖𝑖s ∗ |𝐷𝐷s| ∗ 𝑡𝑡ceshi 
Similarly, under the circumstances that the cloud storage system zones are not partitioned, the 
total energy consumption is:  

𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡′ = �𝑆𝑆c ∗ 𝑝𝑝h
|𝑅𝑅c|

c=1

+ �𝑆𝑆h ∗ 𝑝𝑝h
|𝑅𝑅h|

h=1

+ 𝑖𝑖h ∗ �𝑛𝑛 ∗ 𝑡𝑡ceshi −� (𝑆𝑆h 𝑡𝑡h + 𝑐𝑐h)⁄
|𝑅𝑅h|

h=1

−� (𝑆𝑆c 𝑡𝑡h + 𝑐𝑐h)⁄
|𝑅𝑅c|

c=1

�

= |𝑅𝑅h|𝑆𝑆h𝑝𝑝h + |𝑅𝑅c|𝑆𝑆c𝑝𝑝h + 𝑖𝑖h

∗ �𝑛𝑛𝑡𝑡ceshi − |𝑅𝑅h| (𝑆𝑆h 𝑡𝑡h + 𝑐𝑐h)⁄ − |𝑅𝑅c| (𝑆𝑆c 𝑡𝑡h + 𝑐𝑐h)⁄ � 
etotal′ = |Rh|Shph + |Rc|Scph + ih ∗ �ntceshi − |Rh| (Sh th + ch)⁄ − |Rc| (Sc th + ch)⁄ � 
Because pc < ph, so that|Rc|Scpc < |Rc|Scph，because n = |Ds| + |Dc| + |Dh|, so that 
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etotal′ = |Rh|Shph + |Rc|Scph + ih

∗ �(|Ds|+|Dc| + |Dh|)tceshi − |Rh| (Sh th + ch)⁄ − |Rc| (Sc th + ch)⁄ �

= |Rh|Shph + |Rc|Scph + ih ∗ �|Dh|tceshi − |Rh|(Sh th + ch)⁄ �+ ih

∗ �|Dc|tceshi − |Rc|(Sc th + ch)⁄ �+ ih ∗ |Ds| ∗ tceshi 
Then because  is < ih, so that is ∗ |Ds| ∗ tceshi < ih ∗ |Ds| ∗ tceshi 
As  th > tc, that Sc th⁄ < Sc tc⁄ ，as ch < cc，that |Rc|(Sc th + ch)⁄ < |Rc|(Sc tc + cc)⁄  
So |Dc|tceshi − |Rc|(Sc tc + cc)⁄ < |Dc|tceshi − |Rc|(Sc th + ch)⁄ ，as ic < ih, that 

ic ∗ (|Dc|tceshi − |Rc|(Sc tc + cc)⁄ ) < 𝑖𝑖h ∗ �|Dc|tceshi − |Rc|(Sc th + ch)⁄ � 
As is ∗ |Ds| ∗ tceshi < ih ∗ |Ds| ∗ tceshiso that |Rc|Scpc < |Rc|Scph and 
|Rh|Shph + |Rc|Scpc + ih ∗ �|Dh|tceshi − |Rh|(Sh th + ch)⁄ �+ ic

∗ (|Dc|tceshi − |Rc|(Sc tc + cc)⁄ ) + is ∗ |Ds| ∗ tceshi
< |Rh|Shph + |Rc|Scph + ih ∗ �|Dh|tceshi − |Rh|(Sh th + ch)⁄ �+ ih

∗ �|Dc|tceshi − |Rc|(Sc th + ch)⁄ �+ ih ∗ |Ds| ∗ tceshi 
So that etotal < etotal′  
The above mathematical derivation shows that our E2GSM can be proved energy effective in 
theory. In the next section, we will do simulation experiments to verify it’s energy effective at 
the cost of acceptable performance loss. 

5. Simulations and Discussions 
The proposed E2GSM is integrated into GridSim simulator[23], in which the corresponding 
energy parameters are added to nodes, and the data classification mechanism and replica 
management strategy are also embeded. To verify the effectiveness of the proposed 
mechanism, the traditional performance (mean response of requests) and energy consumption 
are compared among the non-integrated data partition algorithms cloud storage system (NPS), 
the integrated traditional classification algorithm cloud storage system (TDCS)[8], and cloud 
storage system integrated our Energy-Effective Gear-Shifting Mechanism(E2GSM). We 
assumes that the number replicas of in NPS systems is 3, the number replicas of hot data in 
TDCS system is 3, of cold data  is 1, and the seasonal hot data in TDCS system are all stored in 
a hot zone. We evaluate the performance and energy impacted by the different synthetic load, 
different proportion of hot data and seasonal hot data, and different ratio of hot disk and cold 
disk to evaluate our proposed mechanism.  

5.1 Parameter Description 
Nodes in our simulated experiments are actualized based on the cold/hot disk array 

simulator. There are two kind of parameters directly affect our simulation experiments result, 
that is the characteristics of the disk and the workload characteristics. The disk-related 
parameters are shown in Table 2.  
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Table 2. Disk-related Parameters 
the average locating time of disks in the node  5.4ms 
Storage Capacity 128GB 
Speed of axis 10000RPM 
high-speed disk transfer rate 31M/S 
the energy consumption when high-speed disk in positive mode 78.08J/Mb 
the energy consumption when high-speed disk in sleep mode 6.26J/S 
low-speed disk transfer rate 9.3M/S 
the energy consumption when low-speed disk in positive mode 55.04J/Mb 
the energy consumption when low-speed disk in sleep mode 2.17J/S 
  
Workload characteristics are affected by many of parameters, in which we identify the five 
major parameters as follow : 
 (1) The Number of Files. Due to the total number of files directly determines the 
load’s distribution on the disks, we set the total number of files to 5000. The number of files on 
each disk is determined based on the real situation.  
 (2) Request Arriving Distribution. The request arrival rate directly affects the trends of 
load in the Cloud Storage System, thereby affect the gears and lead to the different level 
energy consumption. This paper assumes that the request arrival distribution obeys 
exponential distribution, such as :exp(100), exp(50), exp(20), exp(15), exp(10), exp(9), exp(8), 
exp(5) and exp(3),where exp(a) indicates the average interval arrival time is a ms.  
 (3) Data’s temperature Distribution. Since the proportion of the hot data and cold data 
affects the data replication strategy, thereby affect the gear shifting and lead to the different 
energy consumption. In the experiment, we assume that the data’s temperature distribution 
obeys Zipf distribution. Different indices for Zipf distribution affect requests from different 

hot and cold files, while the index θ = 𝑙𝑙𝑙𝑙𝑙𝑙 𝐴𝐴
100

𝑙𝑙𝑙𝑙𝑙𝑙 𝐵𝐵
100

�  ,  means A percent of all accesses were 

directed to B percent of files. In generally, we set the value of   as 1.8. 
 (4) The Coverage of the File System. We set the coverage of the system to 100%, 
which means that all files in the file system access at least once in the parallel disk array 
system.  
 (5) The Ratio of Hot disks and Cold disks. Reasonably set the ratio of the number of 
hot and cold disks can effectively save energy. Based on the previous formula, we set the hot 
and cold disk ratio as 1:2, 2:2, 3:2, 4:2, 5:2, 6:2, 7:2, 8:2, 9:2, 10:2, 11:2, 12:2, 13:2 
respectively, wherein E2GSM(k:l) indicates the number of the hot nodes in E2GSM is k and 
the number of cold nodes is 1. The default value is 6:2.  
 

Table 3. Description for the Relevant Data Used in the Experiments 
the total number of files 5000 
the proportion of the seasonal hot data 4%（2% 4% 6% 8% 10%, 

12%,14%,16%, 18%, 20%） 
simulation time 
 (time zone * period * simulation time in each period)  

3*5*200 S 
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Table 4. Synthetic Load Table 
Trace name Request size Request Arrival Distribution Data temperature Distribution 
S11 1M exp(100) Zipf(θ=1.8) 
S12 1M exp(50) Zipf(θ=1.8) 
S13 1M exp(20) Zipf(θ=1.8) 
S14 1M exp(15) Zipf(θ=1.8) 
S15 1M exp(10) Zipf(θ=1.8) 
S16 1M exp(9) Zipf(θ=1.8) 
S17 1M exp(8) Zipf(θ=1.8) 
S18 1M exp(5) Zipf(θ=1.8) 
S19 1M exp(3) Zipf(θ=1.8) 
 

5.2 Different Synthetic Load Impact on Performance and Energy Consumption 
In order to evaluate the performance and energy efficiency of ourE2GSM, we select the 
different synthetic load: S11, S12, S13, S14, S15, S16, S17, S18, S19, where the default 
proportion of seasonal hot data is 4%. (The detailed parameters are list in Table 3 and Table 
4). We adopt the energy reduction percentage (while compared to NPS) and mean response 
time as the metrics. Simulation experiments run on the modified Gridsim (in which the 
properties of the nodes and the gridlets are extended, and the TDCS and our E2GSM are 
implemented into the related class), the received results are shown in Fig. 3 and Fig. 4. As 
shown in Fig. 3, the highest energy reduction percentage of TDCS is about 16% and the lowest 
is about 13%, while the average energy reduction percentage of our proposed E2GSM(6:2) 
systems is about 43%,and the minimum is about 16%and the maximum is about 70%. The 
effect of E2GSM is self-evident, which saves about 28% higher than the TDCS. As shown in 
Fig. 4, the response time of E2GSM is 0.2 milliseconds higher than the TDCS system, with a 
maximum about 1.7ms response time difference between the NPS system. The performance 
loss of E2GSM is little, while saving effect is obvious. When the load is heavy, E2GSM is 6 
milliseconds higher than the NPS, which show that in the heavy load conditions, the partition 
of hot and cold disk may fail to make full use of the all nodes in the system, thereby 
reducing system performance. However, even in heavy load conditions,E2GSMcan also meet 
the requirement of the users and reach nearly 16% of energy reduction at the expense of 
increasing about 6ms response time.  
 

 
Fig. 3. Load impact on the energy consumption of TDCS and E2GSM 
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Fig. 4. Load impact on mean response time of NPS, TDCS, and E2GSM 
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Fig. 5. Proportion of hot data and seasonal hot data impact on energy consumption 

 

 
Fig. 6.  Proportion of Hot Data and Seasonal Hot Data impact on mean response time 
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results are shown in Fig. 7 and Fig. 8. 
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Fig. 7. Ratio of Hot Disk and Cold Disk Impact on Energy Consumption In E2GSM 
 

 
Fig. 8. Ratio of Hot Disk and Cold Disk Impact on Mean Response Time In E2GSM 
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predict the load of the next period. Mathematical analytical model certificates E2GSM is 
energy effective. Simulation experiments based on Gridsim show that the proposed 
gear-shifting mechanism is cost effective: substantially saving energy consumption at the 
slight expense of performance loss while meeting the Qos of user. One of our future work is 
implementing our E2GSM into the hadoop, which will be deployed in the Hangzhou Dianzi 
Cloud Storage System. Then evaluate the energy effective of our E2GSM in real Cloud Storage 
System. The other is encapsulating more detailed Qos in the request of the user, and to design 
more flexible gear-shifting mechanism to achieve energy cost more effective. 
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