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THE PROXIMAL POINT ALGORITHM IN

UNIFORMLY CONVEX METRIC SPACES

Byoung Jin Choi and Un Cig Ji

Abstract. We introduce the proximal point algorithm in a p-uniformly
convex metric space. We first introduce the notion of p-resolvent map in a
p-uniformly convex metric space as a generalization of the Moreau-Yosida
resolvent in a CAT(0)-space, and then we secondly prove the convergence
of the proximal point algorithm by the p-resolvent map in a p-uniformly
convex metric space.

1. Introduction

Let H be a Hilbert space. It is well-known that the parallelogram law holds:
for any x, y ∈ H

‖x− y‖2 + ‖x+ y‖2 = 2
(

‖x‖2 + ‖y‖2
)

,

which is rewritten as that for any x, y, z ∈ H

(1.1) d(x, y)2 + 4d

(

z,
x+ y

2

)2

= 2(d(z, x)2 + d(z, y)2),

where d(x, y) = ‖x − y‖. The identity (1.1) is generalized to the semiparallel-
ogram law in a metric space. More precisely, let (M,d) be a complete metric
space. Then the semiparallelogram law is stated as following: for any x, y ∈ M ,
there exists a point w ∈ M such that for each z ∈ M ,

d(x, y)2 + 4d (z, w)
2 ≤ 2(d(z, x)2 + d(z, y)2)

holds, of which the inequality can be rephrased in a p-uniformly convex metric
space [16], which is introduced as a generalization of the notion of p-uniformly
Banach space without using the modulus of convexity for 1 < p < ∞ (see
[4, 19, 23] or Example 2.2), as following: for any z ∈ M and any geodesic
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γ : [0, 1] −→ M with γ(0) = x, γ(1) = y, there exists a constant C > 0 such
that

d (z, γ(1/2))
p ≤ 1

2
d(z, x)p +

1

2
d(z, y)p − C

4
d(x, y)p

holds.
The notion of convexity in metric spaces is studied many authors e.g., [2, 7,

8, 13, 14, 16, 17, 19, 20, 22], etc. In particular, in [22], the author proved that
any normed spaces and their convex subsets are convex metric spaces. In fact,
there are many examples of convex metric spaces which are not embedded
in any normed or Banach space. Also, in [16] (resp. [17]), the author have
been introduced the notion of p-uniformly (resp. 2-uniformly) convexity and in
[14, 17] the authors proved that CAT(κ)-spaces are 2-uniformly convex metric
spaces. Then the fixed point theorem in a convex metric space has been studied
extensively by many authors [2, 8, 13, 16, 19, 20, 22].

Let (N, d) be a CAT(0)-space, and f : N −→ (−∞,∞] be a convex lower

semicontinuous function. Then the Moreau-Yosida resolvent Jf
λ (x) of f is de-

fined by

(1.2) Jf
λ (x) := argmin

z∈N

{

f(z) +
1

2λ
d(z, x)2

}

, λ > 0, x ∈ N,

and Jf
0 (x) = x for λ = 0 and x ∈ N . The Moreau-Yosida resolvent of f ,

which is also called the Moreau envelope function of f , in Hilbert spaces has
been introduced by Moreau [15], and then studied in case of metric spaces (see

[9]). The mapping Jf
λ is also well-defined for all λ ≥ 0 in a CAT(0)-space (see

Lemma 2 in [9]). In fact, the Moreau-Yosida resolvent is essential for the proof
of existence of harmonic maps. For more details, we refer to [9, 10, 11, 12].
Now, for an arbitrary fixed starting point x0, we put

xn := Jf
λn

(xn−1), n ≥ 1,

which is called the proximal point algorithm [1, 9, 18], where {λn} is a sequence
of positive real numbers. The convergence of the proximal point algorithm in
a metric space (e.g. CAT(0)-spaces and Alexandrov spaces) have been studied
by several authors [1, 9, 18], etc.

Main purpose of this paper is to introduce the proximal point algorithm in
a p-uniformly convex metric space. For our purpose, we first introduce the
p-resolvent map in a p-uniformly convex metric space as a generalization of the
Moreau-Yosiha resolvent in a CAT(0)-space, and then by using the p-resolvent
map we prove that the convergence of the proximal point algorithm in a p-
uniformly convex metric space.

This paper is organized as follows. In Section 2, we recall a notion of p-
uniformly convex metric spaces. In Section 3, we first define the p-resolvent map
in a p-uniformly convex metric space, and secondly we prove the convergence of
the proximal point algorithm induced by the p-resolvent map in a p-uniformly
convex metric space.
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2. p-uniformly convex metric spaces

A nonempty complete metric space (M,d) is said to be a geodesic (metric)
space if for any pair of points x, y ∈ M , there exists a point m ∈ M such that

d(x,m) = d(m, y) =
1

2
d(x, y),

which is called a midpoint of x and y. For a positive real number D > 0,
a geodesic of speed D in M is a map γ : [0, 1] → M with the property that
d(γ(t1), γ(t2)) = D|t1 − t2| for all t1, t2 ∈ [0, 1]. A map γ is said to be a
(minimal) geodesic if it is a geodesic of some speed D.

For any fixed 2 ≤ p < ∞, a geodesic space (M,d) is said to be p-uniformly

convex with parameter C [14, 16, 17] if there exists a constant 0 < C ≤ 1 such
that for any x, y, z ∈ M and any geodesic γ : [0, 1] → M with γ(0) = x and
γ(1) = y,

(2.1) d(z, γ(t))p ≤ (1− t)d(z, x)p + td(z, y)p − Ct(1 − t)d(x, y)p, t ∈ [0, 1].

Remark 2.1. For 1 < p < 2, a p-uniformly convex metric space (M,d) with
parameter C is also defined as a geodesic space (M,d) satisfying that there
exists a constant 0 < C ≤ 1 such that (2.1) holds. Then Kuwae in [14] proved
that, for 1 < p < 2, the p-uniformly convex metric spaces (M,d) with parameter
C can be considered as 2-uniformly convex metric spaces with parameter C0 for
some constant C0 > 0 (see Proposition 2.5 in [14]). Therefore, we can consider
only the case of 2 ≤ p < ∞. For more detailed study of p-uniformly convexity,
we refer to [14, 16, 17], etc.

Example 2.2. A Banach space B with a norm ‖ · ‖ is said to be uniformly

convex if the modulus δB of convexity of B defined on (0, 2] by

δB(ǫ) := inf

{

1−
∥

∥

∥

∥

x+ y

2

∥

∥

∥

∥

∣

∣

∣
‖x‖ = ‖y‖ = 1, ‖x− y‖ ≥ ǫ, x, y ∈ B

}

is strictly positive, i.e., δB(ǫ) > 0 for all 0 < ǫ ≤ 2. For p > 1, a Banach
space B with a norm ‖ · ‖ is said to be p-uniformly convex if there exists a
constant c > 0 such that δB(ǫ) ≥ c · ǫp for all 0 < ǫ ≤ 2. In particular, for any
p ≥ 2, Lp-space is a p-uniformly convex Banach space, in fact, δB(ǫ) ≥ ǫp/(p2p)
(see [4, 19]). If a Banach space B is p-uniformly convex for p ≥ 2, then B is
p-uniformly convex with parameter 4C/2p, where C = C(c, p) > 0 (see [14] for
details).

Example 2.3. Let (Y, d) be a CAT(κ)-space with diameter π
2
√

κ
− ǫ for ǫ ∈

(0, π/(2
√
κ)) and κ > 0 (i.e., for any x, y ∈ Y , d(x, y) ≤ π

2
√

κ
− ǫ). Then for

any geodesic γ : [0, 1] → Y with γ(0) = x and γ(1) = y, z ∈ Y and t ∈ [0, 1]
the following inequality

d(z, γ(t))2 ≤ (1− t)d(z, x)2 + td(z, y)2 − CY t(1 − t)d(x, y)2,
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holds, where CY = [(π− 2
√
κǫ) tan(

√
κǫ)]/2 (see [14, 17]). Therefore, CAT(κ)-

space with diameter π
2
√

κ
− ǫ is a 2-uniformly convex metric space with param-

eter 0 < CY < 1.

Example 2.4. Let (N, d) be a Hadamard space (or CAT(0)-space), i.e., for
two elements x, y ∈ N , there exists an element m ∈ N such that

d(z,m)2 ≤ 1

2
d(z, x)2 +

1

2
d(z, y)2 − 1

4
d(x, y)2 for all z ∈ N .

For any x, y ∈ N , there exists a unique geodesic γ : [0, 1] → N of speed
D = d(x, y) with γ(0) = x and γ(1) = y. Furthermore, for any z ∈ N and
t ∈ [0, 1],

d(z, γ(t)) ≤ (1− t)d(z, x) + td(z, y)

and

d(z, γ(t))2 ≤ (1 − t)d(z, x)2 + td(z, y)2 − t(1 − t)d(x, y)2

(see [21]). Therefore, a Hadamard space is a 2-uniformly convex metric space
with parameter C = 1.

Remark 2.5. In [14], Kuwae has proved that if (M,d) is a p-uniformly convex
metric space for p ≥ 2 with parameter C > 0, then the positive constant C in
(2.1), satisfies C ∈ (0, 4/2p]. Therefore, if C = 1, then 4/2p ≥ 1, (i.e., p ≤ 2),
which implies that (M,d) becomes a Hadamard space.

Example 2.6. Let B(H) be the Banach space of all bounded linear operators
on a separable Hilbert space H equipped with the operator norm, B(H)sa be
the set of all self-adjoint elements in B(H) and P be the set of all positive
invertible elements in B(H)sa. For 1 ≤ p < ∞, the p-Schatten class Sp(H) of
B(H) is defined by

Sp(H) :=
{

x ∈ B(H)
∣

∣

∣
x is a compact operator and

‖x‖p :=





∑

j

[sj(x)]
p





1/p

= (Tr|x|p)1/p < ∞
}

,

where sj(x) is the sequence of singular values of x with decreasing order, |x| =
(x∗x)1/2 and Tr is the usual trace on B(H).

On the p-Schatten class Sp(H), we define the norm ‖ · ‖p,b associated with
b ∈ P by

‖a‖p,b =
∥

∥

∥
b−1/2ab−1/2

∥

∥

∥

p
for a ∈ Sp(H).

We denote by Sp,b the p-Schatten class Sp(H) equipped with the norm ‖ · ‖p,b,
that is, Sp,b = (Sp(H), ‖·‖p,b). For 1 < p < ∞, let ∆p := {I+a ∈ P | a ∈ Sp,b}
be the positive cone of the operator algebra that is obtained by adjoining the
unit to the ideal of compact p-Schatten class operators.
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We define the geodesic distance dp(x, y) between two points x, y ∈ ∆p as
follows [5, 6]:

dp(x, y)

= inf
{

L(γ)
∣

∣

∣
γ is a ∆p-valued smooth curve on [0, 1], γ(0) = x, γ(1) = y

}

= ‖ log(x−1/2yx−1/2)‖p,

where L(γ) =
∫ 1

0
‖γ′(t)‖p,γ(t) dt =

∫ 1

0
‖γ(t)−1/2γ′(t)γ(t)−1/2‖p dt. Let x, y ∈

∆p for 1 < p ≤ 2. Then for any geodesic γ : [0, 1] → ∆p joining x to y in ∆p,
we have that

dp(z, γ(t))
2 ≤ (1− t)dp(z, x)

2 + tdp(z, y)
2 − t(1− t)αpdp(x, y)

2,

where αp = p− 1 (see [6]). Therefore, (∆p, dp) is a 2-uniformly convex metric
space with parameter αp for 1 < p ≤ 2.

Example 2.7. Let (M,d) be a complete metric space. A map γ : M ×M ×
[0, 1] −→ M is said to be a convex structure [22] on M if for each (x, y, t) ∈
M ×M × [0, 1] and z ∈ M ,

d (z, γ(x, y, t)) ≤ td(z, x) + (1− t)d(z, y).

A complete metric space M is said to be a convex metric space if M has a
convex structure γ on M . Note that a convex metric space is a geodesic space
since γ(x, y, 1/2) is a midpoint of x and y.

A convex metric space M is said to be have property (B) [2] if any convex
structure γ on M satisfies

d (γ(x, a, t), γ(y, a, t)) = td(x, y),

and is said to have property (G) if for any convex structure γ on M satisfies

d (γ(x, y, t), γ(x, y, t′)) = |t− t′|d(x, y) for any t, t′ ∈ [0, 1].

A convex metric space M is said to be uniformly convex [2] if for all x, y, z ∈
M ,

d (z, γ(x, y, 1/2))
2 ≤ 1

2

(

1− δ

(

d(x, y)

max{d(z, x), d(z, y)}

))

(

d(z, x)2 + d(z, y)2
)

,

where γ is a convex structure on M and δ is a strictly increasing function on
R+ with δ(0) = 0.

A uniformly convex metric space M is said to be 2-uniformly convex in the

sense of Beg [2] if there exists a constant c > 0 such that δ(ǫ) ≥ cǫ2.
Let (M,d) be a 2-uniformly convex space in the sense of Beg with properties

(B) and (G) and let γ be a convex structure on M . Then for any x, y, z ∈ M
and any t ∈ [0, 1]

d(z, γ(x, y, t))2 ≤ (1− t)d(z, x)2 + td(z, y)2 − t(1− t)Cd(x, y)2,
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where C is a positive constant (see [3]). Therefore, a 2-uniformly convex space
in the sense of Beg with properties (B) and (G) is a 2-uniformly convex metric
space with parameter C.

3. Convergence of proximal point algorithm

Let (M,d) be a p-uniformly convex metric space with parameter C and {xi}
be a sequence of elements in (M,d).

For a given real-valued function ϕ on M , if there exists a point x ∈ M
such that ϕ(x) = infz∈M ϕ(z), then x is called a minimizer and denoted by
x := argmin

z∈M
ϕ(z). A function ϕ : M → (−∞,∞] is said to be convex if for any

geodesic γ : [0, 1] → M , with γ(0) = x and γ(1) = y,

ϕ(γ(t)) ≤ (1− t)ϕ(x) + tϕ(y),

and said to be uniformly convex if there exists a strictly increasing function
ω : R+ → R+ such that for any geodesic γ : [0, 1] → M , with γ(0) = x and
γ(1) = y,

ϕ(γ(1/2)) ≤ 1

2

[

ϕ(x) + ϕ(y)
]

− ω
(

d(x, y)
)

.

Proposition 3.1 ([21]). Let (M,d) be a geodesic space. If ϕ : M → (−∞,∞]
is a uniformly convex, lower semicontinuous function not identically ∞ on M ,

then there exists a unique minimizer x ∈ M , i.e., x = argmin
z∈M

ϕ(z).

Theorem 3.2. Let (M,d) be a p-uniformly convex metric space with parameter

C and x be an element in (M,d). Let f : M −→ (−∞,∞] be a convex,

lower semi-continuous function not identically ∞. Then, there exists a unique

element w ∈ M which minimizes the real-valued function on M given by z 7→
f(z) + 1

2λd(z, x)
p.

Proof. Put F f
λ (z) = f(z) + 1

2λd(z, x)
p. Then since f is lower semi-continuous,

F f
λ (z) is a lower semi-continuous function. Let z0, z1 ∈ M and let γ be a

geodesic joining z0 and z1. Then since f is convex, by using the inequality
(2.1) for d, we obtain that for all t ∈ [0, 1]

F f
λ (γ(1/2))

= f(γ(1/2)) +
1

2λ
d(γ(1/2), x)p

≤ 1

2

(

f(z0) +
1

2λ
d(z0, x)

p

)

+
1

2

(

f(z1) +
1

2λ
d(z1, x)

p

)

− C

8λ
d(z0, z1)

p

=
1

2

[

F f
λ (z0) + F f

λ (z1)
]

− C

8λ
d(z0, z1)

p.

Therefore, F f
λ is uniformly convex and lower semi-continuous, so that by apply-

ing Proposition 3.1, we prove the existence and uniqueness of minimizer. �
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The p-resolvent map Jf
λ on (M,d) is defined by

(3.1) Jf
λ (x) := argmin

z∈M

{

f(z) +
1

2λ
d(z, x)p

}

,

where f is a convex, lower semi-continuous function not identically ∞ and λ is
a positive number.

Lemma 3.3. Let f : M −→ (−∞,∞] be a convex, lower semicontinuous

function on a p-uniformly convex metric space with parameter C. Then for

each z ∈ M we have

(3.2) d
(

z, Jf
λ (x)

)p

≤ 1

C

[

d(z, x)p − 2λ
(

f(Jf
λ (x)) − f(z)

)]

for any x ∈ M .

Proof. Let z ∈ M be given. For each given x ∈ M and any w ∈ M , from the

definition of Jf
λ (x), we have

f(Jf
λ (x)) +

1

2λ
d(Jf

λ (x), x)
p ≤ f(w) +

1

2λ
d(w, x)p,

and so for any geodesic γ : [0, 1] −→ M with γ(0) = z and γ(1) = Jf
λ (x) and

any t ∈ [0, 1),

f(Jf
λ (x)) +

1

2λ
d(Jf

λ (x), x)
p ≤ f(γ(t)) +

1

2λ
d(γ(t), x)p.

Therefore, by applying (2.1) and the convexity of f , we obtain that

− (1− t)

2λ
d(z, x)p +

(1− t)

2λ
d(x, Jf

λ (x))
p +

C

2λ
(1− t)td(z, Jf

λ (x))
p

≤ (1− t)[f(z)− f(Jf
λ (x))].

Since t 6= 1, we obtain that

f(Jf
λ (x))− f(z) ≤ 1

2λ
d(z, x)p − 1

2λ
d(x, Jf

λ (x))
p − C

2λ
td(z, Jf

λ (x))
p

≤ 1

2λ
d(z, x)p − C

2λ
td(z, Jf

λ (x))
p.

By taking the limit t → 1, we have (3.2). �

Now, fix an arbitrary starting element x0 ∈ M and put

(3.3) xn := Jf
λn

(xn−1), n ≥ 1,

which is called proximal point algorithm, where {λn} is a sequence of positive
real numbers.

Lemma 3.4. Let (M,d) be a p-uniformly convex metric space with parame-

ter C, f : M −→ (−∞,∞] be a convex, lower semi-continuous function not
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identically ∞ and {λn} be a sequence of positive real numbers. Let {xi} be a

sequence of elements in (M,d) given by (3.3). Then for any z ∈ M we have

(3.4) f(xn)− f(z) ≤
∑n−1

i=0 d(z, xi)
p − C

∑n
i=1 d(z, xi)

p

2
∑n

i=1 λi
.

Proof. By the definition of Jf
λ , we have

f
(

Jf
λn

(xn−1)
)

+
1

2λn
d(Jf

λ (xn−1), xn−1)
p ≤ f(xn−1) +

1

2λn
d(xn−1, xn−1)

p,

which implies that {f(xn)} is a monotone non-increasing sequence. By taking
x = xn−1 and λ = λn in (3.2), for any z ∈ M , we have

Cd (z, xn)
p ≤ d(z, xn−1)

p − 2λn (f(xn)− f(z)) .

Therefore, by the monotonicity of {f(xn)}, we obtain that

2 (f(xn)− f(z))
n
∑

i=1

λi ≤ 2
n
∑

i=1

λi (f(xi)− f(z))

≤ d(z, x0)
p + (1− C)

n−1
∑

i=1

d(z, xi)
p − Cd(z, xn)

p,

which implies

f(xn)− f(z) ≤
∑n−1

i=0 d(z, xi)
p − C

∑n
i=1 d(z, xi)

p

2
∑n

i=1 λi
,

which is the assertion. �

Theorem 3.5. Let (M,d) be a p-uniformly convex metric space with parameter

C and diameter α > 0 (i.e., for any x, y ∈ M , d(x, y) ≤ α). Let f : M −→
(−∞,∞] be a convex, lower semi-continuous function not identically ∞ and

{λn} be a sequence of positive real numbers such that limn→∞
n/(

∑n
i=1 λi) = 0.

Suppose that f has a minimizer in M . Let {xi} be a sequence of elements in

(M,d) given by (3.3). Then we have

(3.5) lim
n−→∞

f(xn) = inf
z∈M

f(z).

Proof. By Lemma 3.4, for any z ∈ M we have

f(xn)− f(z) ≤
∑n−1

i=0 d(z, xi)
p − C

∑n
i=1 d(z, xi)

p

2
∑n

i=1 λi
.

Since for any x, y ∈ M , d(x, y) ≤ α, we have

f(xn)− f(z) ≤ nαp

2
∑n

i=1 λi
−→ 0

as n → ∞. Thus, we obtain that limn−→∞
f(xn) ≤ f(z) for any z ∈ M .

Therefore, we have
lim

n−→∞

f(xn) = inf
z∈M

f(z),



THE PROXIMAL POINT ALGORITHM 853

which gives the proof. �

Theorem 3.6. Let (M,d) be a p-uniformly convex metric space with parameter

C and diameter α > 0. Let f : M −→ (−∞,∞] be a uniformly convex, lower

semi-continuous function not identically ∞, and {λn} be a sequence of positive

real numbers such that limn→∞
n/(

∑n
i=1 λi) = 0. Let {xi} be a sequence of

elements in (M,d) given by (3.3). Then the sequence {xn} ⊆ M converges to

the minimizer of f .

Proof. By Proposition 3.1, f has a unique minimizer x, and Theorem 3.5, we
have

lim
n−→∞

f(xn) = f(x).

Since f is uniformly convex, there exists a strictly increasing function ω : R+ →
R+ such that for any geodesic γ : [0, 1] → M , with γ(0) = xn and γ(1) = xm,

ω
(

d(xn, xm)
)

≤ 1

2

[

f(xn) + f(xm)
]

− f(γ(1/2))

for any n,m ∈ N. Since {xn} is minimizing sequence of f and ω vanishes only
at 0, we obtain that {xn} is a Cauchy sequence in M . Thus, there exists x̃ ∈ M
such that xn converges to a point x̃ ∈ M which by lower semicontinuity of f ,
should be a minimizer of f . The proof is completed. �

Remark 3.7. In the proof in Theorems 3.5, if (M,d) is a 2-uniformly convex
metric space with parameter C = 1 (or Hadamard space given as in Example
2.4), then we have

f(xn)− f(z) ≤
∑n−1

i=0 d(z, xi)
p −∑n

i=1 d(z, xi)
p

2
∑n

i=1 λi
≤ d(z, x0)

p

2
∑n

i=1 λi
.

Therefore, we can replace the condition limn→∞
n/(

∑n
i=1 λi) = 0 by

∑

∞

i=1 λi =
∞ which is a weaker condition.

Corollary 3.8 ([1]). Let (M,d) be a 2-uniformly convex metric space with

parameter C = 1 (or Hadamard space given as in Example 2.4). Let {xi} be

a sequence of elements in (M,d) given by (3.3) with p = 2. Let f : M −→
(−∞,∞] be a uniformly convex, lower semi-continuous function not identically

∞ and {λn} be a sequence of positive real numbers such that
∑

∞

n=1 λn = ∞.

Then the sequence {xn} ⊆ M converges to a minimizer of f .

Proof. By Theorem 3.6 and Remark 3.7, the proof is obvious. �
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