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Abstract: This paper proposes a pre-processing algorithm to improve the coding efficiency of 
perceptual video coding. First, an input image is decomposed into multiple sub-bands through 
linear sub-band decomposition. Then, the sub-bands that have low visual sensitivity are suppressed 
by assigning small gains to them. Experimental results show that if the proposed algorithm is 
adopted for pre-processing in a High Efficiency Video Coding (HEVC) encoder, it can provide 
significant bit-saving effects of approximately 12% in low delay mode and 9.4% in random access 
mode.     
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1. Introduction 

As digital media applications such as digital cameras, 
smartphones, tablet PCs, and ultra-high definition TVs 
proliferate rapidly, and the need for high-quality 
broadcasting and video on demand (VoD) service 
increases, high-performance video encoding standards 
such as H.264 and High Efficiency Video Coding (HEVC) 
are in greater demand [1-3]. Note that the above-
mentioned video compression standards have been 
optimally designed in terms of rate-distortion (R-D) cost. 
Beyond the need for a video coder–decoder (CODEC) 
optimized in terms of R-D cost, video compression 
optimization in terms of subjective image quality has 
recently emerged. For example, the so-called perceptual 
video coding (PVC) technology was developed, which 
uses the characteristics of the human visual system (HVS) 
to remove perceptual redundancy [4].  

PVC with an emphasis on visual sensitivity is usually 
categorized into saliency map–based methods [5, 6], and 
just noticeable difference (JND) model–based methods [7, 
8]. Saliency map–based algorithms allocate a larger 
amount of the bit to the area having higher visual 
sensitivity. JND model–based methods usually remove the 
coding elements with low visual sensitivity by coding loop 

modeling. On the other hand, some methods utilize 
auxiliary information, such as information pertaining to the 
viewing environment [9]. Coded elements with low visual 
sensitivity are removed from an input video by pre-
processing prior to video encoding, considering the 
viewing condition. However, the above-mentioned 
algorithms still cause visual-quality degradation for areas 
having low visual sensitivity, and the standardized video 
coding scheme has to be modified. Furthermore, the use of 
additional information, such as viewing environment, may 
be burdensome. 

This paper presents a pre-processing technique to 
remove the psycho-visually redundant high-frequency 
components that require neither modification of the coding 
standard nor any prior information about viewing 
conditions. First, an input image is decomposed into 
multiple frequency sub-bands through linear sub-band 
decomposition (LSD). Next, by assigning low gains only 
for the visually redundant sub-bands, unnecessary high-
frequency components are suppressed. After this gain 
control, the decomposed sub-bands are again synthesized 
to obtain the final output image. Experimental results show 
that if the proposed algorithm is employed for pre-
processing in a conventional video CODEC, it results in a 
noticeable bit-saving effect without any perceived visual 
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quality degradation. 
This paper is organized as follows. Section 2 reviews 

the previous work regarding PVC. Section 3 describes the 
proposed algorithm and Section 4 evaluates it. Finally, 
Section 5 gives the concluding remarks. 

2. Previous Work 

Several PVC algorithms considering the HVS [5-10] 
were developed to improve coding efficiency from the 
visual perception perspective. As shown in Fig. 1, PVC 
algorithms can be categorized into in-loop processing and 
pre-processing approaches. In-loop processing approaches 
may modify only the encoder [5-7], or both encoder and 
decoder [8]. For example, Li et al. proposed a visual 
attention-based bit allocation strategy for video 
compression [6]. They used saliency-based attention 
prediction to detect regions of interest (ROIs) in the input 
video, and generated a guidance map to guide the bit 
allocation strategy. Finally, perceptual bit allocation is 
performed based on the guided image. Naccari and Pereira 
proposed PVC tools, notably decoder-side JND model 
estimation to allocate the available rate perceptually, with 
the finest level of granularity, while avoiding the extra rate 
associated with coding the varying quantization steps [8]. 

The pre-processing approach employs an adaptive low 
pass filter (LPF) [9] or foveation model–based filtering 
[10]. For instance, Vanam et al. proposed a perceptual pre-
filter for adaptive VoD content delivery [9]. The filter is 
based on some parameters of the reproduction setup, such 
as the viewing distance, pixel density, and display contrast 
ratio, to remove the spatial oscillations that are invisible 
under such viewing conditions. 

In sum, the use of the above-mentioned approaches 
results in severe degradation of the perceptual visual 
quality, due to the unbalanced bit allocation, and they may 
be incompatible with coding standards. Furthermore, 
acquisition of prior information about the viewing 
condition is a very unusual practice. 

3. The Proposed Algorithm 

In order to overcome the drawbacks of the previous 
works, this paper presents a novel pre-processing 
algorithm that decomposes the input image into a few sub-
bands using the LSD technique, and suppresses the high-
frequency sub-bands having low visual sensitivity. 

As shown in Fig. 2, the proposed algorithm consists of 
LSD, gain control, and synthesis. Gain control is based on 
the proposed gain model. Since the proposed algorithm is a 
genuine pre-processing technique to be used prior to video 
encoders, it is fully compatible with any video coding 
standards. Furthermore, because the proposed algorithm 
only handles high-frequency components with low visual 
sensitivity, it can achieve perceptual bit-saving. 

3.1 Sub-band Decomposition 
For sub-band decomposition, we employed and 

modified one of the multi-scale retinex algorithms, i.e., the 
sub-band decomposed multiscale retinex (SD-MSR) 
algorithm [12], as shown in Fig. 3. We did not adopt the 
modified log (mlog) function. Since mlog may change the 
average luminance level of the input image, it is unfit for 
the purpose of the proposed algorithm. This is a different 
thing from the conventional SD-MSR. Fig. 3 describes the 
LSD technique. In Fig. 3, the n-th scale sub-band for input 
image ( , )I x y  is defined as follows:  
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where ' ( , )nR x y  denotes the n-th scale sub-band, N is the 
number of scales (i.e., sub-bands), and * indicates 
convolution. Surround function ( , )nF x y  is defined as 
follows:  
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n nF x y K e σ− += ⋅                    (2) 

 

Fig. 1. Conventional PVC algorithms. Fig. 2. Detailed processing of LSD-based pre-proce-
ssing. 

 

Fig. 3. Schematic of LSD and synthesis. 
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where nσ  is the Gaussian surround space constant, and nK  
is determined such that ( , )nF x y  satisfies Eq. (3). 

 
 ( , ) 1nF x y dxdy =∫∫                        (3) 

 
nσ  satisfies the following condition:  

 
 1n nσ σ+ > , 1, 2,..., 1n N= −                 (4) 

 
However, the LSD output of Eq. (1) has overlapping 

spectral ranges. Hence, it is not efficient to apply gain to 
LSD output according to spectral characteristics. To 
alleviate this problem, we decompose the output into 
nearly non-overlapping spectral bands. This sub-band 
decomposition can be achieved by using the following 
equation: 
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where nR  is the result of the n-th scale sub-band. As a 
result, we can effectively apply gain to each LSD output. 

3.2 Gain Control 
If the input image is decomposed into several sub-

bands, each of them is multiplied with proper gain, and the 
final image is synthesized as seen in Eq. (6): 
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where 'I  denotes the synthesized image, and nG  indicates 
the gain for the n-th sub-band. According to Eq. (6), a 
specific sub-band may be emphasized or suppressed by 
controlling its nG . Without loss of generality, the HVS 
tends to be insensitive to high-frequency sub-bands. 
Therefore, by assigning gain of less than 1 only for the 
high-frequency sub-bands, we can suppress 
unrecognizable high-frequency components within the 
input image. Therefore, this pre-processing technique can 
save the coding bit-rate without degrading perceptual 
visual quality.  

Let us define the M-th band as the boundary between 
the unnecessary high- and necessary low-frequency sub-
bands. Then, Eq. (6) is modified to Eq. (7):  
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Note that the gain of the low-frequency sub-bands 

above the M-th sub-band is set to 1 in Eq. (7). Therefore, 
the low-frequency sub-bands above the M-th sub-band can 
be agglomerated as a single sub-band without any 
decomposition. Finally, the synthesis can be represented 
by 
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where 1MR +  stands for the single low-frequency sub-band 
above the M-th sub-band base layer. 

Finally, appropriate values of nσ  for effective sub-
band decomposition, M, (i.e., the boundary between the 
high-frequency and low-frequency sub-bands) and the 
separate band-specific gain need to be determined. The 
values of nσ  and M are empirically determined to avoid 
any artifacts around the edges, and the related 
experimental result is depicted in Section 4. Moreover, the 
model for band-specific gain is described in detail in the 
following subsection. 

3.3 Gain Model 
In Eq. (8), the gain for the high-frequency sub-bands 

below the M-th sub-band should be set to values less than 
1, such that bit-saving can be achieved while preserving 
the same perceptual visual quality. Since an abrupt gain 
change between neighboring sub-bands may deteriorate 
visual quality, we need to design a smoothly decreasing 
function. Therefore, we evaluated several well-known non-
linear functions (see Section 4), and finally chose the 
Gaussian function. Based on a conventional Gaussian 
function, we modeled the band-specific gain as follows: 
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where λ  is a constant used to determine the minimum 
gain value. Here nNR  and nσ  denote the normalized nR  
and nσ , respectively, and are defined as follows:  
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The gain model of Eq. (9) has the following features. 

First, if nNR  of a certain pixel increases, its gain decreases, 
because the pixel is regarded as a high-frequency pixel.  

Second, cut-off frequency λ  decreases gain slowly 
while maintaining it above a certain value. 

Finally, nσ  accelerates the suppression of high-
frequency bands by further decreasing the gain of high-
frequency pixels. Fig. 4(a) shows that the gain given by Eq. 
(9) gradually decreases according to nNR . It also shows 
that as n increases, gain decreases. Fig. 4(b) describes the 
gain model’s dependence on λ . In Section 4, proper nσ  
values and λ  are empirically determined. As a result, the 

nNR -adaptive gain given by Eq. (9) effectively suppresses 
the high-frequency components without any perceptual 
degradation.  
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4. Experimental Result 

We adopted 10 MPEG test video sequences, which 
included six 1920×1080 videos (Cactus, Toys and 
Calendar, Traffic, Flag Shoot, Park Scene, BQ Terrace) 
and four 1280×720 videos (Big Ship, City, Night, 
Stockholm) to evaluate the proposed algorithm. The first 
300 frames of each sequence were used for encoding. In 
addition, we use the four 1080p video sequences captured 
directly in continuous shooting mode of a specific digital 
single lens reflex camera, as shown in Fig. 5, named D1, 
D2, D3, and D4. We employed H.264 and HEVC for the 
following experiments. JM ver. 19.0 [13] and HM ver. 
16.10 [14] were used as H.264 and HEVC reference codes, 
respectively.  

Table 1 shows some important parameters for video 
encoding configuration [15]. Here LD and RA indicate 
default low delay and random access, respectively. All the 
experiments were conducted on an Intel i7-3770@3.40Gz 
CPU with 12 GB RAM. 

4.1 Parameter Set-up of the Proposed 
Algorithm 

4.1.1 Determining Bandwidths of LPFs in 
LSD 

In previous works such as Jang et al. [12], the σ  
corresponding to the highest frequency sub-band was 

usually determined as less than 10. Therefore, this paper 
sets the maximum value of σ  to 10 for visually lossless 
degradation. In the configuration of Fig. 3, we initially set 
N to 11. Then, nσ  is set to n for an integer n < N. In order 
to determine an appropriate value for M, we performed an 
experiment to evaluate the effect of each sub-band on 
visual quality. In this experiment, if the gain of a certain 
sub-band is set to 0.7, the gain of the other sub-bands is set 
to 1. 

By lowering the gain of every sub-band starting from 
the highest frequency sub-band, we can find the initial M 
at which degradation of visual quality is first observed. We 
performed this experiment for all the test sequences. The 
examples in Fig. 6 show that the initial value of M can be 4. 
When G5 is set to 0.7, we observed some artifacts around 
the edges, as shown in Fig. 6(f).  

Now, the initial value of M is refined in terms of a 
quantitative metric, i.e., the bit-saving rate. The bit-rate 
saving ratio Δ bitrate is defined by  

 

 100con pro

con

bitrate bitrate
bitrate

bitrate
−

Δ = ×         (12) 

Fig. 4. (a) Gain model according to nNR  and (b) gain
model according to λ . 

Fig. 5. First frames of four 1080p video sequences 
captured directly in the continuous shooting mode of a 
specific digital single lens reflex camera, denoted as 
follows (a) D1, (b) D2, (c) D3, (d) D4. 

Table 1. Some important parameters for video encoding.

 H.264 HEVC (LD) HEVC (RA) 
Coding structure IPPP GPB structure Clean random access (CRA) 
I-frame period  Only first Only first 8 

Quantization parameter 22, 27, 32, 37 22, 27, 32, 37 22, 27, 32, 37 
Motion estimation scheme EPZS TZ search, Hadamard measure TZ search, Hadamard measure

Search range 32 64 64 
Number of reference frames 2 4 3, 4 

Rate control Off Off Off 
Entropy coding CABAC CABAC CABAC 
RD optimization Off Default (QP factor) Default (QP factor) 
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where probitrate  and conbitrate  stand for the bit-rates of the 
proposed algorithm and the conventional encoding scheme 
without the proposed algorithm, respectively.  Table 2 
shows the bit-saving ratios when the quantization 
parameter (QP) value is 22.  

We see that R1 and R2 have a similar bit-saving effect, 
and R3 and R4 also show a similar trend. Therefore, the 
similar sub-bands are merged. Thus, the value of M is 
adjusted to 2 by re-assigning 1σ  and 2σ  as 2 and 4, 
respectively. With this parameter set-up, the pre-
processing is accomplished according to Eqs. (8) and (9). 

4.1.2 Determining a Gain Model 
In the gain model of Eq. (9), we employed a Gaussian 

function. In this subsection, we compare the Gaussian 
model with two different models: one from the 
Butterworth LPF, and the other from the Bessel LPF. 
Based on the n-th order Butterworth LPF, the Butterworth 
gain is defined by  

 

 1
1 ( / ) n

n

n

G
NR σλ
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+

                       (14) 

 
In addition, based on the transfer function of the third-

order Bessel LPF, the Bessel gain model is defined by 
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  (15) 
 
For example, G1 can be represented according to 

different gain models, as in Fig. 7. In Fig. 7, λ  of Eq. (14) 
is set to 3, and three different 

l
λ  values (0.4, 0.5, and 0.6) 

in Eq. (15) are evaluated. The other parameters in Eqs. 
(14) and (15) are equivalent to those of Section 4.1.1. Next, 
we measured the bit-saving effect of different gain models 
on the H.264 platform. Table 3 shows the result for the 

Fig. 6. Difference images between the original and 
processed images (a) original, (b) G1 = 0.7, (c) G2 = 0.7, 
(d) G3 = 0.7, (e) G4 = 0.7, (f) G5 = 0.7. In (b) to (f), the gain 
of the other sub-bands is set to 1. In addition, 
histogram equalization was applied to (b) to (f) for easy 
comparison. 

 
 

Table 2. Effect of each sub-band on bit-rate saving, i.e., 
Δ bitrate[%]. In each column, the gain of the other sub-
bands are set to 1. 

Test sequence G1 = 0.7 G2 = 0.7 G3 = 0.7 G4 = 0.7
Cactus 18.87 16.23 4.30 3.31 

Toys and 
calendar 15.43 13.30 3.19 2.66 

Traffic 7.95 6.62 3.97 3.97 
Flag shoot 3.47 3.23 1.44 1.92 
Park scene 10.46 8.54 3.43 3.32 
BQ terrace 26.38 16.35 3.34 2.36 

Big ship 17.41 14.18 4.12 3.62 
City 20.42 15.38 6.40 5.60 

Night 12.60 10.27 4.32 4.17 
Stockholm 32.11 21.32 6.27 5.18 

D1 14.67 12.67 2.00 1.33 
D2 10.42 8.92 3.85 3.85 
D3 9.07 8.52 4.67 5.68 
D4 8.78 7.97 3.58 4.16 

Average 14.86 11.68 3.92 3.65 
 

Fig. 7. G1 graph according to NR1. 
 

Fig. 8. Comparison of subjective visual quality for 
different gain models (a) original, (b) Gaussian, 
( Δ bitrate=18.09%), (c) Butterworth ( Δ bitrate=16.72%), 
and (d) Bessel ( Δ bitrate=12.93%). 
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Cactus sequence. We can see that the Gaussian model of 
Eq. (9) outperforms the other models.  

In addition, Fig. 8 compares the subjective visual 
quality when QP = 22 in Table 3. They all show visual 
quality similar to the original. Thus, we chose the Gaussian 
gain model as the best option.  

4.2 Subjective Evaluation 
In order to evaluate subjective visual quality of the 

proposed algorithm, we employed a well-known adjectival 
categorical judgment (ACJ) test [16]. In the ACJ test, a test 
image and its reference image are simultaneously shown to 
subjects. Ten male subjects aged 25–30 were selected for 
this experiment. The subjects choose one of seven scores: 
much worse: -3, worse: -2, slightly worse: -1, the same: 0, 
slightly better: 1, better: 2, and much better: 3. H.264 
results with the proposed algorithm and without the 
proposed algorithm correspond to the test image and 
reference images, respectively. The viewing conditions for 
this experiment are given Table 4. Table 5 shows the ACJ 
test results when QP was set to 22. Note that all the 
parameters were determined as in Section 4.1.1. The 
average score for all the test images was only -0.14. This 
indicates that the viewers found it difficult to discriminate 
between the test images and their reference images. 

Fig. 9 compares the decoded images for the 10th frame 
of the Cactus sequence. Here, QP was set to 22. 
Regardless of the CODEC type, the proposed algorithm 
did not reduce the visual quality of the decoded images.  

For the D1 sequence, it is difficult to distinguish the 
test images from their reference images, as observed in Fig. 
10. 

4.3 Objective Evaluation 
For quantitative evaluation, we adopted a famous 

object-distortion metric called the multiple scale–structural 
similarity (MS-SSIM) index [17]. Table 6 shows the MS-
SSIM and bit-rate according to the CODEC type. The 
proposed algorithm (pro) is compared with the 
conventional approach (con) on each CODEC platform. 

The average values for four QP values of the MS-SSIM 
and the bit-rate are provided in Table 6. In addition, they 
are averaged for the entire frame in each sequence. For 

Table 3. Bit-rate saving effect of the different gain 
models.  

QP Gaussian Butterworth Bessel ( 0.4lλ = )

22 18.09 16.72 12.93 
27 13.58 12.53 11.27 
32 9.91 9.02 8.85 
37 7.77 7.33 7.28 
 

Table 4. Viewing environment. 

Viewing factor Setting 
Display Samsung UN46F8000AF 

Type, size LED, 46 in. 
Resolution 1920 × 1080 

Number of subjects 10 
Viewing distance 2H 

 

Table 5. ACJ score. 

Test sequence Score 
Cactus -0.1 

Toys and Calendar -0.1 
Traffic 0 

Flag Shoot -0.2 
Park Scene -0.4 
BQ Terrace 0.3 

Big Ship -0.3 
City 0 

Night 0.1 
Stockholm -0.1 

D1 -0.5 
D2 0.2 
D3 -0.2 
D4 -0.7 

Average -0.14 
 

Fig. 9. Decoded images of the 10th frame of the Cactus 
sequence (a) part of the original, (b) H.264, (c) HEVC 
low delay (LD), (d) HEVC random access (RA), (e) H.264 
w/ the proposed algorithm, (f) HEVC (LD) w/ the 
proposed algorithm, (g) HEVC (RA) w/ the proposed 
algorithm. 

 

 

Fig. 10. Decoded images of the 10th frame of the D1 
sequence (a) part of the original, (b) H.264, (c) HEVC 
(LD), (d) HEVC (RA), (e) H.264 w/ the proposed 
algorithm, (f) HEVC (LD) w/ the proposed algorithm, (g) 
HEVC (RA) w/ the proposed algorithm. 
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ease of comparison, Δ bitrate of Eq. (12) is provided in 
Table 6. 

In terms of MS-SSIM, the proposed algorithm shows 
slightly lower values, with differences of 0.0018 for H.264, 
0.0017 for HEVC LD, and 0.0016 for HEVC RA, in 
comparison with before-use or no pre-processing. On the 
other hand, the proposed algorithm provides outstanding 
bit-rate reduction compared with conventional video 
CODECs. For example, the proposed algorithm provides 
an additional bit-saving of 13.2% on the H.264 platform. 

Finally, we examined the computational complexity of 
the proposed algorithm. We implemented the proposed 
algorithm in C on an Intel Core i7-4790 CPU @3.60 Hz 
with 16 GB RAM. For H.264 encoding, the additional 
required computational time is only 0.2%, on average. 

5. Conclusions 

This paper proposes an LSD-based pre-processing 
technique for effective perceptual video coding, which can 
suppress unnecessary high-frequency components without 
degrading coding efficiency. First, the proposed algorithm 
decomposes an input image into the proper number of sub-
bands via LSD. Then, particular sub-bands having low 
visual sensitivity are suppressed by assigning a small gain 
to those sub-bands. Experimental results show that if the 
proposed algorithm is adopted for pre-processing in an 
HEVC encoder, it can provide significant bit-savings of 
approximately 12% and 9.4% in LD and RA modes, 
respectively, with negligible computational complexity. 
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