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I. INTRODUCTION 
 

Recently, the development of Internet of Things (IoT) 

technologies has led to the development of a number of IoT 

devices. The Arduino series is one of the types of devices 

used for providing the IoT application services. These devices 

are based on the 8-bit Atmel AVR series microprocessors 

and a support network such as Wi-Fi or Bluetooth. For 

providing security, they use the existing block ciphers. 

However, low power consumption and small code size are 

required in a resource-restricted environment such as an 8-

bit processor. With respect to these requirements, optimized 

implementation research has been conducted on the existing 

block cipher. In 2013, the United States National Security 

Agency (NSA) proposed the SIMON and SPECK 

lightweight block ciphers [1] to support various block and 

key sizes for an efficient implementation in a resource-

restricted environment. Thereafter, a significant amount of 

research has been focused on SIMON and SPECK. The 

Simeck lightweight block cipher was proposed in CHES 

2015. Its design is similar to that of SIMON and SPECK in 

that it is in fact a combination of the SIMON and SPECK 

designs. Simeck is suitable for RFID systems and is 

optimized for hardware implementations. In this paper, we 

propose efficient implementation methods for the Simeck 

family block cipher in an 8-bit processor environment 

(Atmel STK 600 board based on ATmega128). 

The remainder of this paper is organized as follows: 

Section II describes the Simeck family block cipher and 

discusses the previous literature related to implementing the 

cipher in an 8-bit processor environment. We suggest an 

efficiently optimized implementation of the Simeck family 
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Abstract 

A lot of Internet of Things devices has resource-restricted environment, so it is difficult to implement the existing block 

ciphers such as AES, PRESENT. By this reason, there are lightweight block ciphers, such as SIMON, SPECK, and Simeck, 

support various block/key sizes. These lightweight block ciphers can support the security on the IoT devices. In this paper, we 

propose efficient implementation methods and performance results for the Simeck family block cipher proposed in CHES 

2015 on an 8-bit ATmega128-based STK600 board. The proposed methods can be adapted in the 8-bit microprocessor 

environment such as Arduino series which are one of famous devices for IoT application. The optimized on-the-fly (OTF) 

speed is on average 14.42 times faster and the optimized OTF memory is 1.53 times smaller than those obtained in the 

previous research. The speed-optimized encryption and the memory-optimized encryption are on average 12.98 times faster 

and 1.3 times smaller than those obtained in the previous studies, respectively. 
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block cipher on an 8-bit processor in Section III. Section IV 

describes the experimental environment, the performance 

results of the proposed method, and the results of the 

comparison between the proposed method and the reference 

code of the Simeck family block cipher. Section V provides 

some final conclusions. 

 

 

II. BACKGROUND AND RELATED WORK 
 

A. Simeck Family Block Cipher 
 

In this subsection, we describe the Simeck family block 

cipher proposed in CHES 2015. The Simeck family block 

cipher is an optimized hardware environment and is suitable 

for an RFID system [2]. 

The Simeck family block cipher’s key schedule, 

encryption, and decryption consist of bitwise eXclusive-OR 

(XOR) (⊕), bitwise AND (⨀), and c-bit rotation left and 

right (<<< and >>>) operations. The Simeck family block 

cipher can be divided according to the block/key size as 

Simeck32/64 (input/output size: 32 and key size: 64), 

Simeck48/96 (input/output size: 48 and key size: 96), and 

Simeck64/128 (input/output size: 64 and key size: 128). 

Table 1 shows that the Simeck family block cipher supports 

various block sizes (bit) and round numbers. 

Fig. 1 shows the Simeck family block cipher’s i-th 

encryption round function. The Simeck encryption round 

function consists of 1 bitwise AND operation (⨀), 3 bitwise 

XOR operations (⊕), and a 5-bit rotation left and a 1-bit 

rotation left operation (<<<5 and <<<1). 

The Simeck encryption round function can be written as 

follows, where 𝒍𝒊  and 𝒓𝒊  denote the two words for the 

initial state and 𝒌𝒊 represents the i-th round key: 

 

𝑹𝒌𝒊
(𝒍𝒊, 𝒓𝒊) = (𝒓𝒊 ⊕ 𝒇(𝒍𝒊) ⊕ 𝒌𝒊.        (1) 

𝐟(𝐱) = (𝐱⨀(𝐱 ⋘ 𝟓))⨁(𝐱 ⋘ 𝟏).        (2) 

 

The Simeck key schedule and expansion function can 

generate round keys from the master key K. 

The Simeck key schedule and expansion function can be 

written as following equations and is illustrated in Fig. 2. 

This figure shows the Simeck key schedule and expansion 

function equation as a block diagram. 

 

 

Table 1. Simeck family block cipher 

Cipher Block size (bit) Round (T) 

Simeck32/64 16 32 

Simeck48/96 24 36 

Simeck64/128 32 44 

 
 

Fig. 1. Simeck encryption round function. 
 

 

Fig. 2. Simeck key schedule. 

 

 

The Simeck master key K consists of four words as the 

initial state (𝒕𝟐, 𝒕𝟏, 𝒕𝟎, 𝒌𝟎). The constant (C) used in the key 

schedule and expansion can be written as  𝟐𝒏 − 𝟒 =

𝟎𝚾𝑭𝑭 … 𝑭𝑪. 

(𝒁𝒋)𝒊 denotes the i-th bit of sequence 𝒁𝒋. In the case of 

Simeck32/64 and Simeck48/96, use 𝒁𝟎 whose period is 31; 

this can be generated by using the primitive polynomial 

𝒙𝟓 + 𝒙𝟐 + 𝟏  and the initial state (1, 1, 1, 1, 1). 

Simeck64/128 uses 𝒁𝟏  whose period is 63; this can be 

generated by using the primitive polynomial 𝒙𝟔 + 𝒙 + 𝟏 

and the initial state (1, 1, 1, 1, 1, 1). 

 

B. Literature Reviews 
 

In this subsection, we describe the recent research on the 

Simeck family block cipher and the cipher implementation 

in an 8-bit processor environment. 

First, the Stefan method [3] describes the features of the 

Simeck family block cipher architecture and the differential 

analysis of the Simeck by comparing the Simeck family 

block cipher and the SIMON block cipher. The Nasour 

method [4] proposes a linear analysis of the round-reduced 

Simeck block cipher and describes a possible linear attack 
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on Simeck32/64, Simeck48/96, and Simeck64/128 at rounds 

13, 19, and 22, respectively. Kexin et al. [5] implemented a 

differential attack on the Simeck block cipher by reducing 

the key space used in key guessing and described a 

differential attack on Simeck32/64, Simeck48/96, and 

Simeck64/128 at rounds 22, 28, and 35, respectively. Zhang 

et al. [6] conducted a linear analysis of the Simeck by using 

a zero-correlation linear distinguisher, and implemented a 

linear attack on Simeck32/64, Simeck48/96, and Simeck64 

/128 at rounds 11, 12, and 15, respectively. Yoshikawa et al. 

[7] implemented a power analysis attack on the FPGA 

hardware implementation of the Simeck block cipher and 

described the results of the power analysis attack. The 

Lingyue method [8] can find a differential that has a high 

probability and a low Hamming weight of the Simeck block 

cipher by using Kolb’s tool and implemented a linear 

hullback attack on Simeck32/64, Simeck48/96, and 

Simeck64/128 at rounds 23, 30, and 37, respectively, by 

using dynamic key-guessing techniques. 

Next, we present the results of an implementation of the 

cipher in an 8-bit processor environment. 

Beaulieu et al. [1] implemented the SIMON and SPECK 

block ciphers on an 8-bit AVR processor and reported the 

results of this implementation. Liu et al. [9] implemented 

the ring-LWE encryption scheme on an 8-bit AVR processor. 

They reported that the performance of ring-LWE on AVR is 

better than that of RSA and ECC on AVR. 

Buchmann et al. [10] efficiently implemented lattice-

based public key encryption on 8-bit ATXmega128 and 32-

bit Cortex-M0 and reported the implementation results. 

Poppelmann et al. [11] carried out a speed-optimized 

implementation of ring-LWE and BLISS signature on 8-bit 

Atmel ATxmega128. Dinu et al. [12] compared the 

performance of the operation mode (CBC and CTR) of 

various block ciphers such as AES, HIGHT, LED, SIMON, 

and SPECK in an 8-bit ATmega environment. Seo et al. [13] 

carried out a compact implementation of the LEA block 

cipher on Atmel 8-bit AVR. 

 

 

III. PROPOSED METHODS 
 

In this section, we propose efficient implementation 

methods of the Simeck block cipher in an 8-bit ATmega128 

environment. Table 2 presents some AVR assembly 

language commands for the XOR and rotation operations. 

Atmel ATmega128 supports the EOR assembly command 

for an XOR operation between two 8-bit registers. However, 

in the case of a rotation operation, Atmel ATmega128 

supports rotation in 8-bit register assembly commands (ROR 

and ROL), shift operation assembly commands (LSR and 

LSL), the clear the register assembly command (CLR), and 

the addition with carry operation assembly command (ADC). 

Table 2. Efficient XOR and rotation on AVR 

XOR Right rotation Left rotation 

EOR R12, R20 

EOR R13, R21 

EOR R14, R22 

EOR R15, R23 

CLR R20 

LSR R15 

ROR R14 

EOR R15,R20 

LDI R20,0x00 

LSL R15 

ROL R14 

ADC R15,R20 

 

 

For an efficient rotation operation, we divide a data block 

into several pieces of 8-bit data and use an additional 8-bit 

register to save the shift bit value. After a shift or rotation 

command operation, we conduct an XOR operation (for 

right rotation) or an addition with carry operation (for left 

rotation). 

 

Algorithm 1. Efficient Shift Offset and Direction in 

ATmega128 [13] 

Require: direction 𝐝, offset 𝛐 

Ensure: direction 𝐝, offset 𝛐 

1: 𝛐 = 𝛐 𝐦𝐨𝐝 𝟖 

2: if 𝛐 > 𝟒 then 

3:   𝛐 = 𝟖 − 𝛐, 𝐝 = ! 𝐝 

4: return 𝐝, 𝛐 

 

 

Algorithm 1 [13] describes an efficient shift offset and 

direction in Atmega128. 

For an efficient shift or rotation operation, we check 

whether the result of offset 𝛐 modulo 8 is greater than 4. If 

it is greater than 4, then we set offset 𝛐 as 8 - 𝛐 and 

change the direction 𝐝. It can save the rotation operation 

cost by reducing the shift bit value and changing the 

direction. 

From the Simeck block cipher encryption round function 

structural aspects, the Simeck block cipher encryption round 

function can be written as Eqs. (1) and (2). It requires the 5-

bit Rotation Left, and the 1-bit Rotation Left of the 𝒍𝒊 value 

follows a certain order. However, in this study, we can 

reduce the 5-bit Rotation Left 1 time and the 1-bit Rotation 

Left 1 time as just the 5-bit Rotation Left 1 time by the 1-bit 

Rotation Left value during the 5-bit Rotation Left operation 

of the 𝒍𝒊 value. It can optimize the speed and the code size 

of the Simeck implementation in the 8-bit ATmega128 

environment. 

In Fig. 3, the red box denotes the 5-bit Rotation Left and 

the 1-bit Rotation Left of the 𝒍𝒊 value parts. The gray box 

represents the pre-computed parts. The pre-computed parts 

consist of the XOR operation, and the operation order is as 

shown in Fig. 3. However, XOR operations (pre-computed 

available part in Fig. 3) can be pre-computed because the 

required operation is an XOR operation (it does not need to 

be executed in the specified order). 
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Fig. 3. Pre-computed available part. 

 

 

Fig. 4. Re-organized Simeck block cipher encryption round function. 

 

 

We optimized the speed and the code size of the Simeck 

implementation by pre-computing the gray part shown in 

Fig. 3 and using the 1-bit Rotation Left operation result of 

𝒍𝒊 in the process of the 5-bit Rotation Left operation of 𝒍𝒊. 

Therefore, we re-organized the Simeck family block cipher 

encryption round function as shown in Fig. 4. 

In the case of code size optimization, we used for loop to 

reuse the common encryption round function and used loop 

unrolling for speed optimization (this can save the additional 

cost in the for loop operation). 

 
 

IV. EXPERIMENT AND EVALUATION 
 

In this section, we describe the experimental environment, 

procedures, and analysis of the performance of the proposed 

method. For the evaluation, we implemented the on-the-fly 

(OTF) method of Simeck32/64 and Simeck48/96. We cannot 

implement the OTF version of Simeck64/128 because 

ATmega128 supports 32 8-bit general-purpose registers 

but Simeck64/128 needs more than 32 registers for the 

encryption round function. 

 

A. Experimental Setup 
 

We used the ATmel STK-600 device, which is based on 

ATmega128, for conducting the experiment. 

Table 3 lists the specifications of the ATmel STK-600 

board. The ATmel STK-600 board has 128-kB app/boot 

memory, 4,096-byte data memory, and 4,096-byte EEPROM.  

 

 

Table 3. Specifications of ATmel STK-600 

CPU Atmel ATmega128 

App/Boot memory 128 kB 

Data memory 4,096 bytes 

EEPROM 4,096 bytes 

 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. Simeck block cipher OTF implementation comparison performance 

results. (a) Code size, (b) RAM, (c) CPB. 
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B. Evaluation 
 

We implemented the proposed methods on Atmel Studio 

7 (version 7.0.943) and used the AVR assembly language for 

the optimization. For the performance comparison, we 

compared the proposed methods and that proposed by Zhu 

[14], which is the Simeck block cipher OTF reference code 

on GitHub. In the case of the encryption part, we compared 

the AVR assembly version of the proposed method and the 

encryption part from the method proposed by Zhu [14]. 

Table 4 and Figs. 5, 6 describe the results of a perfor-

mance comparison between the method proposed by Zhu 

[14] and that proposed in this paper, in terms of the code 

size (bytes), RAM (bytes) and cycles/byte. 

The Simeck64/128 OTF implementation needs 8-bit 

registers more than 8-bit registers supported by Atmel 

Atmega128 for key expansion and encryption, so we cannot 

implement the Simeck64/128 OTF-optimized version. 

The proposed OTF speed-optimized version is on average 

14.42 times faster than Zhu [14]. 

The required memory at the OTF memory-optimized 

version based on the proposed method is 1.53 times smaller 

than that required by the method proposed by Zhu [14]. 

The speed-optimized encryption and memory-optimized 

encryption based on the proposed method are on average 

12.98 times faster and 1.3 times smaller than the encryption 

part of the method proposed by Zhu [14]. 

 

 
(a) 

 
(b) 

 
 (c) 

Fig. 6. Simeck block cipher encryption implementation comparison 

performance results. (a) Code size, (b) RAM, (c) CPB. 

Table 4. Performance comparison results  

 Method Cipher Code size (bytes) RAM (bytes) CPB 

OTF & small size & RAM Zhu [3] Simeck32/64 652 8 730.5 

  Simeck48/96 1230 24 20890.9 

  Simeck64/128 1036 24 3481.5 

 Proposed Simeck32/64 538 12 735.75 

  Simeck48/96 666 24 821.85 

  Simeck64/128 - - - 

OTF & speed Proposed Simeck32/64 5994 12 689 

  Simeck48/96 9396 24 750.65 

  Simeck64/128 - - - 

Encryption & small size & RAM Encryption-based Zhu [3] Simeck32/64 694 10 458 

  Simeck48/96 1404 8 10424.85 

  Simeck64/128 1020 8 1553.9 

 Proposed Simeck32/64 432 12 281.5 

  Simeck48/96 944 8 401.85 

  Simeck64/128 954 24 406.9 

Encryption & speed Proposed Simeck32/64 2482 12 249 

  Simeck48/96 9812 184 318 

  Simeck64/128 5914 24 361 

CPB: cycles per byte. 
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V. CONCLUSION 
 

In this paper, we proposed an efficient implementation 

method of the Simeck block cipher proposed in CHES 2015 

in terms of the code size and speed optimization on an 8-bit 

ATmega128 device. 

For the code size/speed-optimized implementation, we 

proposed an efficient rotation operation by using the AVR 

assembly command and an efficient shift offset and direction 

algorithm. For the code size optimization, we used a for 

loop operation in the encryption round function, but we used 

loop unrolling for speed optimization (to reduce the cost of 

the for loop operation). 

The OTF speed-optimized implementation is on average 

14.42 times faster and the OTF memory-optimized imple-

mentation is 1.53 times smaller than the method proposed 

by Zhu [14]. The speed-optimized and the memory-

optimized encryption implementations are on average 12.98 

times faster and 1.3 times smaller than the encryption part of 

the method proposed by Zhu [14]. 

These results will be useful for applying the Simeck block 

cipher to various IoT application services. 

In the future, we intend to study the Simeck family block 

cipher code size/speed-optimized implementation and 

secure implementation against side-channel attacks on 

various hardware platforms such as MSP-430 and ARM. 
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