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Abstract

This paper proposes a fast sound source localization method using a TDOA sign–based algorithm. 

We present an L-shaped microphone set-up which creates four major regions in the range of 0°~360° 

by the intersection of the positive and negative regions of the individual microphone pairs. Then, we 

make an initial source region prediction based on the signs of two TDOA estimates before computing 

the azimuth value. Also, we apply a threshold and angle comparison to tackle the existing front-back 

confusion problem.

Our experimental results show that the proposed method is comparable in accuracy to previous three 

microphone array methods; however, it takes a shorter computation time because we compute only two 

TDOA values.
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1. Introduction

1.1 Background and Objective

Sound source localization is the process of es-

timating the direction from which a sound ori-

ginates. A basic sound source localization sys-

tem takes in audio signals as input and produces 

an angle as the estimated direction of the sound. 

With the increasing advancement in technology 

it has become necessary for systems to be able 

to determine the directions of sound sources for 

the automation of activities that will otherwise 

require the audition of humans, and that is when 

sound source localization comes in handy. 

Over the past decades, this method has proven 

successful and it has been used in various fields 

including human-robot interaction allowing the 

robot to determine the position of the person 

speaking, video surveillance where the surveil-

lance camera automatically rotates to change its 

field of view in the event of an incident that gen-

erates a loud sound, hearing aid systems im-

proving hearing for people with impaired audi-

tion, lecture archiving, video conferencing, etc. 

In spite of its success in performance, there has 

always been room for improvement of the meth-

od in terms of accuracy, robustness and speed 

among others.

1.2 Related Work

Different algorithms have been developed for 

sound source localization and they can be cate-

gorized into three main groups [Tashev, 2009]; 

that is, i) the Eigen value based algorithms, ii) 

the Steered Power Response based algorithms, 

and iii) the Time Difference of Arrival based 

algorithms. 

Due to Eigen value decomposition, the Eigen 

value based algorithms are more complex to use 

in practice. Likewise, the steered power re-

sponse based algorithms use complex rotations 

together with large number of microphones to 

estimate the sound source location, which makes 

them more expensive. The most common meth-

ods in sound source localization are the TDOA 

based methods because they mimic the Inter-

aural Time Difference cues used by mammals 

in their auditory cortex [McAlpine and Grothe, 

2003] and they use fewer microphones. 

The TDOA-based methods are mostly im-

plemented using an array of microphone, the 

simplest of which consists of two microphones. 

Using two microphones, the range of localization 

is -90°～+90°, which is equivalent to 0°～180° 

and it brings about a front-back confusion, i.e. 

difficulty to distinguish between angle in front 

of the microphone array and angles behind it. 

Many methods [Pourmohammad et al., 2012; 

Canclini et al., 2013; Pavlidi et al., 2013; Rafaely 

et al., 2005; Alameda-Pineda et al., 2014; Hwang 

et al., 2005; Usagawa et al., 2011; Lee et al., 2005; 

Sreejith et al., 2015; Kwon et al., 2007] have been 

proposed for 0°～360° range sound source locali-

zation. These include non-linear microphone ar-

ray geometry methods [Pavlidi et al., 2013; Rafaely 

et al., 2005; Alameda-Pineda et al., 2014], Head 

Related Transfer Function methods [Hwang et 

al., 2005; Usagawa et al., 2011], and energy-

based methods [Lee et al., 2005] among others.

For instance, Pavlidi et al. [2013] proposed a 

circular microphone array geometry, and Rafaely 
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[2005] designed a spherical microphone array, 

however, one thing common to both approaches 

is that they use more microphones than the ba-

sic three microphone approaches thereby in-

creasing the hardware costs. 

Also, Hwan et al. [2005] used the phase and 

magnitude information present in their empiri-

cally obtained HRTF database to create a cri-

teria to be satisfied by the signals received at 

the dummy head’s microphones; but the pres-

ence of noise in any real environment can easily 

affect the magnitudes of real-time signals which 

may mislead the algorithm to make a wrong es-

timation of the sound source location. Usagawa 

et al. [2011] used an artificial neural network to 

estimate sound source localization on a sagittal 

coordinate, but the use of artificial neural net-

works consumes a large initial computation time.

Ji-Yeoun Lee et al. [2005] used signal energy 

and zero crossing rates to select one microphone 

pair in the correct region for sound source 

localization. With this approach, they compute 

only one TDOA value which saves computation 

time; however, in noisy environments, it is very 

easy to compute wrong energy estimates due to 

the microphones picking up unwanted signals in 

which case the microphone pair selection will 

not reflect the true region of the sound source.

The use of TDOA signs for sound source lo-

calization does not require signal energy esti-

mation which eliminates the risk of wrong en-

ergy estimation; however, in their work, Sreejith 

et al. [2015] used four microphones which can 

be reduced to minimize the hardware cost. Also, 

Byoungho Kwon et al. [2007] combine the azi-

muth values computed from three pairs of mi-

crophones to obtain the actual direction of the 

sound source. This is among the commonly used 

methods however, performing TDOA computa-

tion for three different microphone pairs adds up 

to the overall computational time.

1.3 Suggestion

By conducting a survey of different appro-

aches, we found that using more microphones 

makes the task of localization easier and im-

proves the accuracy at the expense of hardware 

and computational cost. On the other hand, using 

fewer microphones is likely to reduce the accu-

racy of localization. 

In order to reduce the computation time in 

sound source localization, we propose a simple 

TDOA Sign-based algorithm using three mi-

crophones set up in an L-shape which creates 

four major regions. We make an initial predi-

ction of the sound source region based on the 

TDOA signs before we compute the actual azi-

muth value. Although there are three micro-

phone pairs, we focus on only two of them so 

we compute only two TDOA values. Our pro-

posed method showed results comparable in ac-

curacy to previous three microphone methods 

but it spends a shorter computation time due to 

the fewer TDOA computations.

The organization of this paper is as follows; 

section 2 describes the Microphone Array’s Re-

gion formation based on sign of TDOA, section 

3 describes the L-shape microphone array de-

sign, TDOA estimation is described in section 

4, the azimuth computation is described in sec-

tion 5 experiment is presented in section 6 and 

section 7 presents conclusion.
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2. Microphone Array’s Region 

Formation based on Sign of TDOA

Time difference of arrival is simply the differ-

ence between the times a signal from a single 

source reaches two different sensors-micro-

phones in the case of sound source localization. 

The distance between a pair of microphones is 

divided equally by a perpendicular bisector at 

the point where the TDOA (delay) value is zero, 

that is, when the signal received by microphone 

1 is identical to that received by microphone 2. 

<Figure 1> Two Regions based on TDOA Sign

All TDOA values at one side of the bisector 

are positive values while all TDOA values at the 

other side of the bisector are negative values 

[Yiwere and Rhee, 2015]. We label these sides 

positive and negative regions respectively as 

shown in <Figure 1>. With additional micro-

phones [Sreejith et al., 2015], these regions can 

be used to estimate the location of a sound 

source in the range of 0°～360°. <Figure 2> 

shows a symmetric array of four microphones 

creating different regions based on the signs of 

the TDOA values [Sreejith et al., 2015]. The 

perpendicular bisectors of the microphone pairs 

are represented by the dotted lines. 

<Figure 2> Region Formation with a Symmetric Four Microphone 

Array

The positive and negative regions (as illus-

trated in <Figure 1>) of each of the four micro-

phone pairs intersect one another to create eight 

different regions. By checking the TDOA signs 

at all the microphone pairs, the source region 

of the sound can be predicted. This symmetric 

array uses more microphones than the minimum 

number required for a 0°～360° sound source lo-

calization which increases the hardware cost as 

well as the computation time. In order to reduce 

the computation time and the number of micro-

phones, we present a TDOA Sign-based algo-

rithm for fast sound source localization using an 

L-shaped microphone array.

3. L-Shape Microphone Array Design

<Figure 3> shows our suggested microphone 

array design in which microphones 1, 2 and 3 

represent the L-shape set-up. Using three mi-

crophones, we set up two microphone pairs- 

major and minor-such that the three micro-

phones are in an ‘L’ shape. The reason for creat-

ing an L-shape is to intersect the perpendicular 

bisectors of the two microphone pairs at the 

center of an imaginary circle using only three 
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<Figure 3> L-shape Microphone Array Design

microphones. 

The two microphone pairs are spaced differ-

ently so that their perpendicular bisectors in-

tersect each other at the center of the major 

microphone pair, forming four regions (sectors) 

around the major microphone pair. The micro-

phones 1 and 2 form the major microphone pair 

and the microphones 2 and 3 form the minor pair. 

The major microphone pair is a distance of 42cm 

apart while the second microphone pair is 30cm 

apart. 

Firstly, we compute TDOA values for the two 

microphone pairs. The two TDOA values are 

expected to have certain characteristic signs de-

pending on which region the sound source is lo-

cated in. The signs of the TDOA values with 

respect to the sound source locations (regions) 

are shown in <Table 1>. Using <Table 1>, the 

region of the sound source is initially predicted 

after which the major microphone pair’s TDOA 

value is converted to an azimuth value and then 

that angle is in turn converted to a 360° equi-

valent. The second conversion to 360° equiva-

lent is based on which region is predicted to 

have the sound source.  

TDOA Sign For The

Two Microphone Pairs

Region
Major

Microphone Pair

Minor

Microphone Pair

1 positive(+) positive(+)

2 positive(+) negative(-)

3 negative(-) negative(-)

4 negative(-) positive(+)

<Table 1> Microphone Pairs TDOA Signs in the Four Regions

In regions 1 and 3, there is some ambiguity 

resulting from the front-back confusion of the 

major microphone pair. In view of this, we com-

pute the minor microphone pair’s azimuth in or-

der to distinguish between the front and back 

angles in the two regions. To tackle this ambi-

guity, we use the following steps; In region 1, 

a simple threshold angle θ, as shown in <Figure 

4> is used to distinguish between the front and 

back angles. 

For a sound source in Region 1, if the minor 

microphone pair’s angle is greater than θ, then 

the sound source is located in the back side of 

the major microphone pair, else it is located in 

the front side. In region 3, the major and minor 

microphone pairs’ angles are compared to each 

other to distinguish between the front and back 

angles. If the major angle is greater than the 

minor angle, then the sound source location is 

in the front side but if the minor angle is greater 

than the major angle, then the sound source lo-

cation is at the back side. 
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<Figure 4> Front-Back Confusion in Regions 1 and 3

4. TDOA Computation

TDOA, as defined above, is the difference be-

tween the times a signal from a single source 

reaches two different sensors. It is estimated 

using cross correlation which can be imple-

mented in either time or frequency domain. The 

time domain implementation of cross correlation 

is more time consuming than the frequency do-

main implementation; however, in terms of com-

putational complexity, the time domain imple-

mentation is sometimes more efficient and pre-

ferable. This is because the algorithmic or com-

putational complexity is directly related to the 

hardware cost and power consumption. 

For instance, to develop a sound source local-

ization algorithm in a small system, which im-

plies smaller microphone arrays, only a few 

cross correlation coefficients are relevant. There-

fore, it is not useful to spend resources to com-

pute all possible coefficients as in the Genera-

lized Cross Correlation method [Knapp and Carter, 

1976], which uses Fast Fourier Transform (FFT) 

computations, especially when using high sam-

pling rates.

We compute our TDOA values using the time 

domain cross correlation function defined in 

equation 1 to reveal the point at which the two 

signals received at two different sensors are at 

their maximum correlation. 

    
  



 (1)

where x and y represent the two signal and N 

is the length of one signal. Equation 2 shows 

the length of the new array z, produced by the 

cross correlation function. 

        (2)

      







 

 


 (3)

By computing the relevant range of cross corre-

lation coefficients, that is, from the minimum 

possible delay value (min ) to the maximum 

possible delay value (max ), the length of z can 

be significantly reduced to save time. The sam-

pling frequency of the signals (f), the velocity 

of sound (v) and the distance between the two 

microphones (d) are used to compute the rele-

vant number of correlation coefficients as shown 

in equation 3.

5. Azimuth Computation

Each azimuth value,  , is first computed using 

the delta , i.e. the time increment for sampling 

sound, velocity of sound, v, and the distance bet-

ween the two microphones in question, d; equa-

tions 4-6. We used a sampling rate of 44.1 kHz, 
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therefore our delta value is 2.2676×10
-5
, shown 

in equation 3. The velocity of sound is assumed 

to be 343m/s at room temperature and atmos-

pheric pressure

      


 ×  (4)

       ×  (5)

        


(6)

Converting the major microphone pair’s angle 

to an angle in the 360 degree range depends on 

the selected region.

6. Experiment and Discussion

The set-up for our system includes three dy-

namic cardioid microphones set up in an L-

shape in a laboratory environment so that the 

perpendicular bisector of the minor microphone 

pair intersects the major microphone pair at its 

center point. The major microphone pair is a 

distance of 42cm apart while the second micro-

phone pair is 30cm apart. All three microphones 

are connected to a TASCAM US 4×4 multi-

channel audio interface through its XLR ports. 

The experimental data were audio signals cap-

tured in real-time using our L-shape micro-

phone array with a sampling rate of 44.1 kHz. 

The sound is generated at a distance of at least 

one meter from the microphone set-up by 

clapping.

<Figure 5> shows a flow diagram of the ove-

rall proposed method. First, a three-channel au-

dio signal is captured using the three micro-

phones. The first and second channels are used 

to compute the first TDOA value for the major 

microphone pair. Then the second and third 

channels are used to compute the second TDOA 

value for the minor microphone pair. If the signs 

of the two TDOA values are not the same, use 

the first TDOA value to compute the azimuth 

value and convert it to the 360 range, else, com-

pute the second TDOA to compute the minor 

azimuth. 

In the positive-positive region, compare the 

minor angle to a threshold angle to differentiate 

between front and back angles. Then, in the 

negative-negative region, compare the major 

angle to the minor angle to differentiate between 

the front and back angles. 

<Table 2> shows a comparison of our pro-

posed method to previous methods in terms of 

the number of microphone pairs and the num-

ber of TDOA computations. Previous methods 

which used three microphones mostly compute 

three TDOA values, one for each pair of micro-

phones, however in our method, though there 

are three microphone pairs in the set-up, we 

make use of only two of them. There we com-

pute just two TDOA values. This reduces the 

computation time as compared to the previous 

methods. 

Method
No. of 

Microphone Pairs

No. of TDOA 

Computations

Previous 3 3

Proposed 3 2

<Table 2> Comparison of the Mic Pairs and TDOA Computation

<Table 3> shows the accuracy of our pro-

posed method in angle estimation experiments. 
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We tested the method for nine different angles 

shown in the first column as the actual angles. 

For each of the nine angles, we repeated the 

tests at least ten times and recorded the average 

of all the ten angles as the estimated angles in 

the second column. The last column of the table 

records the errors associated with the estimated 

angles in relation to the actual angles. 

This shows that our method records a max-

imum error of 2.965° and a minimum error of 

0.63666 which is comparable to the accuracy of 

previous three microphone method. The results 

of our experiments show that our method gives 

satisfactory results in terms of accuracy.

<Figure 5> Flow Diagram for Sound Source Localization

Actual Angle

(°)

Estimated Angle

(°)

Error

(°)

0 0.636666 0.636666

30 28.91993 1.08007

60 57.035 2.965

120 117.1151 2.8849

150 148.1321 1.8679

210 211.1259 1.1259

240 237.4295 2.5705

300 301.8919 1.8919

330 331.819 1.819

<Table 3> Results of Angle Estimation

7. Conclusion

This paper describes a TDOA Sign-based al-

gorithm for fast sound source localization. We 

have presented a simple three microphone array 

set up in an L-shape to reduce the computation 

time spent by previous methods. Using two mi-

crophone pairs, we created four major regions 

in the range of 0°～360°. The regions are formed 

by the intersection of the positive and/or neg-

ative regions of one microphone pair with that 

of the other’s. 

To tackle the front-back confusion of the ma-

jor microphone pair, we used i) a threshold angle 

in region 1 and ii) angle comparison in the region 

3 to distinguish between the front and back 

angles. With this method, there is no need for 

signal energy estimation. Also, by using three 

microphones the hardware cost is reduced, com-

pared to other TDOA Sign-based methods which 

use four microphones. 

Our experiments show satisfactory results, 

comparable in accuracy to previous methods 

which compute three TDOA values. It spends 

a shorter computation time because of the fewer 
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TDOA computations; therefore this method can 

be used in real time to improve the speed of 

sound source localization systems. 

Generally, the presence of noise in the envi-

ronment may reduce accuracy of TDOA-based 

sound source localization. In future, we will in-

clude a noise suppression method as a prepro-

cessing step in order to improve the accuracy 

of the method.
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