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#### Abstract

The error rate performance of circularly distributed antenna system is studied over Nakagami- $m$ fading channels, where a dual-channel receiver is employed for the quadrature phase shift keying signals detection. To mitigate the Co-Channel Interference (CCI) caused by the adjacent cells and to save the transmit power, this work presents remote antenna unit selection transmission based on the best channel quality and the maximized path-loss, respectively. The commonly used Gaussian and Q-function approximation method in which the CCI and the noise are assumed to be Gaussian distributed fails to depict the precise system performance according to the central limit theory. To this end, this work treats the CCI as a random variable with random variance. Since the in-phase and the quadrature components of the CCI are correlated over Nakagami-m fading channels, the dependency between the in-phase and the quadrature components is also considered for the error rate analysis. For the special case of Rayleigh fading in which the dependency between the in-phase and the quadrature components can be ignored, the closed-form error rate expressions are derived. Numerical results validate the accuracy of the theoretical analysis, and a comparison among different transmission schemes is also performed.
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## 1. Introduction

Multiple-antenna systems in cellular networks have garnered rising interest due to the fast growing demand for higher data rates [1-2]. Unlike the traditional Co-Located Antenna System (CAS) in which antennas are deployed around the Central Base Station (CBS), the Remote Antenna Units (RAUs) in Distributed Antenna System (DAS) are geographically deployed but connected to the CBS via optical backhaul [3]. This architecture forms a virtual cooperative network which can acquire macro-diversity gain [4]. The average distance between transmitters and recievers can be shortened, which leads to mitigating the path-loss and saving the transmit power [5-6].

However, in the multicell DAS, the performance is constrained by the Co-Channel Interference (CCI) produced from the adjacent cells [7]. The impact of the CCI on the system performance is more serious for a cell edge User Equipment (UE) [8]. To this end, various approaches to mitigate the CCI have been proposed. One effective method to alleviate the negative impact of the CCI is to employ the antenna selection scheme [9]. The authors in [10] and [11] presented a minimized bit-error rate (BER) based antenna selection scheme, and investigated the spectral efficiency with frequency reuse. The antenna selection strategies based on the RAUs cooperative transmission and the pilot signals in [12] and [13] were utilized for the system performance analysis. Li et al. proposed antenna selection algorithms based on the path-loss and energy efficiency for homogeneous and heterogeneous networks, respectively [14]. An antenna selection transmission based on the maximized Signal-to-Interference-plus-Noise Ratio (SINR) was adopted to study the ergodic capacity for DAS in the multicell environment [15]. Most of the previous literatures treat the noise and the CCI as Gaussian distributed with fixed variance. The performance evaluated from this assumption can approximately depict the real performance if the number of the CCI is sufficiently large. Nevertheless, these analytical results cannot precisely depict the performance when the number of interfering signals decreases to a single digit. Although the authors in [16] used non-central limit theory to investigate the error probability, the analytical results derived from Gaussian and Q-function cannot match the accurate performance. In addition, compared to Binary Phase Shift Keying (BPSK) signals, little work have been done on the bandwidth efficient Quadrature Phase Shift Keying (QPSK) modulation signals in multicell DAS [17]. It is noted by [18] that the Nakagami-m distribution can unify various fading channels with different degrees of severity, and it is a suitable model to depict the propagation of the desired signal and the CCI. Since signals experience multipath fading with different severities in DAS, Nakagami-m fading channel is used in this study. As the in-phase and the quadrature components of the signals are correlated over Nakagami-m fading channels [19], it is essential to consider the dependency between the two components of the signals for the precise performance analysis in the multicell environment.

In this paper, we study the exact error rate performance of the circularly DAS based on the RAU selection transmission. This architecture has a flexible and open infrastructure, leading to tractable performance analysis. The contributions of this paper are as follows. Unlike most previous studies in which the noise and the CCI are assumed to be Gaussian distributed, we treat the CCI as a random variable with non-constant variance. The dependency between the in-phase and the quadrature components of the CCI is considered with dual-channel reception over Nakagami-m fading channels. To reduce the CCI, we present two RAU selection schemes based on the Best Channel Quality (BCQ) and the Maximized Path-Loss (MPL),
respectively, and derive the theoretical error rate expressions over Nakagami-m fading channels. For the special case of Rayleigh fading channels, the closed-form expressions for the two selection schemes are developed. Finally, performance results are provided to verify the correctness of our derived theoretical expressions. The RAU selection transmission is also proved to bring much performance enhancement compared with the traditional DAS.

The rest of this paper is organized as follows. In Section 2, the system model is illustrated. The precise error-rate performance of DAS in the multicell environment is derived in Section 3. The numerical and simulation results are presented in Section 4. Finally, the conclusions are provided in Section 5.

## 2. System Model

In this paper, we study the circularly DAS with $N+1$ cells. The CBS located at each cell center has the ability of a RAU and the Base Station Controller (BSC). The other $k$ RAUs are uniformly deployed across a circle with radius $r(0<r<R)$, where $R$ denotes the radiation radius of each cell. In this architecture, $k+1$ RAUs are geographically deployed in a cell, but they are connected to the CBS via optical backhaul, as shown in Fig. 1. According to the geometrical relationship, the angles between any two adjacent RAUs is $2 \pi / k$. Therefore, this architecture equals to one-dimentional network. The macro-diversity gain can be obtained with such virtual cooperative networks formed by $L=k+1$ RAUs. Without loss of generality, all the RAUs and the UEs are assumed to be equipped with an omnidirectional antenna.
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Fig. 1. Circularly distributed antenna system model
Among all the cells, the target cell is denoted as the 0 -th cell, and the remaining cells are defined as the adjacent cells. The $i$ th RAU in the $j$ th cell is denoted as $R_{i}^{(j)}$, where
$i \in\{0,1, \ldots, k\}$ and $j \in\{0,1, \ldots N\}$. Let $P_{i}^{(j)}$ be the transmit power of $\mathrm{R}_{i}^{(j)}$, then the total transmit power of a cell is $P^{(j)}=\sum_{i=0}^{k} P_{i}^{(j)}$. It is assumed that in a time block, only one UE is served under the Time Division Multiple Access (TDMA) protocol. All the bandwidth efficient QPSK modulation signals experience frequency non-selective fading, and the dual-channel receiver can acquire the channel state information.

In the multicell DAS, the UE may communicate with one or more RAUs simultaneously, depending on its location and the channel conditions. In order to mitigate the CCI, as well as to save the transmit power, we exploit the RAU selection transmission. Inspired by W. Choi and I. G. Andrews [9], a RAU denoted by $\mathrm{R}_{o}^{(0)}$ is selected to serve the UE in the target cell, as shown in Fig. 1. Whereas in each adjacent cells, one RAU indexed by $p$ is slected to transmit interfering signal to the UE. Compared to the traditional DAS in which all the RAUs are employed for transmission, RAU selection transmission can greatly reduce the number of CCI. The transmit signals from the target cell and the $j$ th adjacent cells can be expressed respectively, as:

$$
\begin{equation*}
X_{o}(t)=\sqrt{P_{o}^{(0)} T} s_{o i}^{(0)}(t) \sin \omega_{c} t+\sqrt{P_{o}^{(0)} T} s_{o q}^{(0)}(t) \cos \omega_{c} t \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{p}^{(j)}(t)=\sqrt{P_{p}^{(j)} T} s_{p i}^{(j)}(t) \sin \omega_{c} t+\sqrt{P_{p}^{(j)} T} s_{p q}^{(j)}(t) \cos \omega_{c} t \tag{2}
\end{equation*}
$$

where $\omega_{c}$ denotes the carrier frequency, and $1 / T$ is the symbol rate. $s_{o i}^{(0)}(t)$ and $s_{o q}^{(0)}(t)$ denote the in-phase and the quadrature components of the expected baseband signal; $s_{p i}^{(j)}(t)$ and $s_{p q}^{(j)}(t)$ represent the in-phase and the quadrature components of the interfering baseband signal from the $j$ th cell. They are given by

$$
\left\{\begin{array}{l}
s_{o i}^{(0)}(t)=\sum_{k=-\infty}^{+\infty} a_{o i}^{(0)}[k] c_{T}\left(t_{0}\right)  \tag{3}\\
s_{o q}^{(0)}(t)=\sum_{k=-\infty}^{+\infty} a_{o q}^{(0)}[k] c_{T}\left(t_{0}\right) \\
s_{p i}^{(j)}(t)=\sum_{k=-\infty}^{+\infty} b_{p i}^{(j)}[k] c_{T}\left(t_{j}\right) \\
s_{p q}^{(j)}(t)=\sum_{k=-\infty}^{+\infty} b_{p q}^{(j)}[k] c_{T}\left(t_{j}\right)
\end{array}\right.
$$

where $t_{0}=t-k T, t_{j}=t-k T-\tau_{j}, \tau_{j}$ is the symbol timing offset between the desired signal and the $j$ th interfering signal which is uniformly distributed in $[0, T] . a_{o i}^{(0)}[k]$, $a_{o q}^{(0)}[k], b_{p i}^{(j)}[k]$, and $b_{p q}^{(j)}[k]$ denote the information bits taking values of +1 or -1 with equal probability, and $c_{T}$ is the pulse forming formula with unit power.

Let $h_{i}^{(j)} \sim \operatorname{Nakagami}\left(\Omega_{i}^{(j)}, m_{i}^{(j)}\right)$ be the small-scale random variable, where $\Omega_{i}^{(j)}=\mathbf{E}\left\{\left|h_{i}^{(j)}\right|\right\}^{2}$ ( $\mathbf{E}\{\cdot\}$ denotes the expectation operation), and the fading parameter, $m_{i}^{(j)}$, takes values from $[1 / 2, \infty)$. The path-loss, $L_{i}^{(j)}$, can be calculated as $L_{i}^{(j)}=\left(d_{i}^{(j)}\right)^{-\alpha}$, where $\alpha$ is the path-loss exponent and $d_{i}^{(j)}$ represents the distance between the UE and $\mathrm{R}_{i}^{(j)}$. Then, the channel coefficient can be written as $g_{i}^{(j)}=h_{i}^{(j)} \sqrt{L_{i}^{(j)}}$. Since the in-phase channel and the quadrature channel have symmetry, without loss of generality, we analyze the performance via the in-phase channel detection for the expected signal. It is assumed that the expected signals and CCI have the same symbol timing in the multicell DAS. After demodulation, matched filtering, and completing carrier recovery, during a given time block, the decision statistic is expressed as

$$
\begin{align*}
r_{0} & =\sqrt{P_{o}^{(0)} T} g_{o}^{(0)} a_{o i}^{(0)}[0]+\sum_{j=1}^{N}\left\{\sqrt{P_{p}^{(j)} T} g_{p}^{(j)} \sin \left(\phi_{p}^{(j)}\right) b_{p i}^{(j)}[0]\right.  \tag{4}\\
& \left.+\sqrt{P_{p}^{(j)} T} g_{p}^{(j)} \cos \left(\phi_{p}^{(j)}\right) b_{p q}^{(j)}[0]\right\}+n_{0}
\end{align*}
$$

where $\phi_{p}^{(j)}$ is the random phase difference produced by demodulation which is uniformly distributed in $[0,2 \pi)$, and $n_{0}$ is the additive Gaussian noise. It is observed from equation (4) that the system performance is related to the expected signal, the in-phase component of the CCI, and the quadrature component of the CCI.

## 3. Error Rate Performance of DAS

A common approach for analyzing the DAS performance is the Gaussian and Q-Function Approximation (GQA), i.e., the CCI and the noise at the receiver are treated as a Gaussian variable with fixed variance. According to the central limit theory, the accuracy of the performance estimated degrades as the number of the interfering signals decreases. Since the number of the interfering signals is reduced by adopting the RAU selection transmission based on the BCQ and the MPL, for precise error rate analysis, we treat the CCI as the random variable with random variance and consider the dependency between the in-phase and the quadrature components of the CCI. As mentioned previously, the receiver with dual-channel reception detects the in-phase and the quadrature components of the QPSK signal separately. In general, these two components are correlated over Nakagami-m fading channels. As a consequence, apart from the channel power fading gain, the dependency between the components of the CCI should be considered.
Let $\beta_{i}^{(0)}=P_{i}^{(0)} T\left|g_{i}^{(0)}\right|^{2}$, and $\chi_{i}^{(0)}=m_{i}^{(0)} / P_{i}^{(0)} T L_{i}^{(0)} \Omega_{i}^{(0)}$. Since the small-scale fading parameter, $h_{i}^{(0)}$, follows Nakagami-m distribution, the Cumulative Distribution Function (CDF) can be expressed as ( $m_{i}^{(0)}$ is an integer)

$$
\begin{align*}
F_{\beta_{i}^{(0)}}(\beta) & =\Gamma\left(m_{i}^{(0)}\right) \Upsilon\left(m_{i}^{(0)}, \chi_{i}^{(0)} \beta\right) \\
& =1-\exp \left(-\chi_{i}^{(0)} \beta\right) \sum_{n=0}^{m_{i}^{(0)}-1} \frac{\left(\chi_{i}^{(0)} \beta\right)^{n}}{\Gamma(n+1)} \tag{5}
\end{align*}
$$

where $\Upsilon(, \cdot)$ represents the incomplete Gamma function [20]. We denote $\Delta=I+n_{0}$, where $I$ is the totol CCI which can be given by

$$
\begin{equation*}
I=\sum_{j=1}^{N}\left\{\sqrt{P_{p}^{(j)} T} g_{p}^{(j)} \sin \left(\phi_{p}^{(j)}\right) b_{p i}^{(j)}[0]+\sqrt{P_{p}^{(j)} T} g_{p}^{(j)} \cos \left(\phi_{p}^{(j)}\right) b_{p q}^{(j)}[0]\right\} \tag{6}
\end{equation*}
$$

Since $\beta_{o}$ denotes the channel gain between $\mathrm{R}_{o}^{(0)}$ and the UE, the conditional error rate of the in-phase component of the expected QPSK signal can be obtained as

$$
\begin{align*}
P_{e \mid \beta_{o}=\beta} & =\operatorname{Pr}\left\{\sqrt{\beta_{o}} a_{o i}[0]+\Delta<0 \mid \beta_{o}=\beta, a_{o i}[0]=+1\right\} \\
& =1-F_{\Delta}(\sqrt{\beta})  \tag{7}\\
& =\frac{1}{2}-\frac{1}{\pi} \int_{0}^{\infty} \frac{1}{\omega} \sin (\sqrt{\beta} \omega) M_{\Delta}(\omega) \mathrm{d} \omega
\end{align*}
$$

where $M_{\Delta}(\omega)$ is the characterisitic function of the CCI plus noise. Therefore, it is essential to analyze $M_{\Delta}(\omega)$. In this section, we assume $\bar{G}_{p}^{(j)}=g_{p}^{(j)} \sin \left(\phi_{p}^{(j)}\right)$ and $\overline{\bar{G}}_{p}^{(j)}=g_{p}^{(j)} \cos \left(\phi_{p}^{(j)}\right)$ denote the in-phase and the quadrature contributions of the CCI from the $j$ th cell, respectively. The CCI of the $j$ th cell can be written as

$$
\begin{equation*}
I_{p}^{(j)}=\sqrt{P_{p}^{(j)} T} \bar{G}_{p}^{(j)} b_{p i}^{(j)}[0]+\sqrt{P_{p}^{(j)} T} \overline{\bar{G}}_{p}^{(j)} b_{p q}^{(j)}[0] \tag{8}
\end{equation*}
$$

Then, the conditional characteristic function of the CCI is obtained as

$$
\begin{align*}
M_{I_{p}^{(j)} \mid \bar{h}_{j}, \overline{\bar{h}_{j}}}(\omega) & =\mathrm{E}\left\{e^{\left.i \omega I_{p}^{(j) \mid \bar{h}_{j}, \bar{h}_{j}}\right\}}\right.  \tag{9}\\
& =\cos \left(\sqrt{P_{p}^{(j)} L_{p}^{(j)} T} \bar{h}_{j} \omega\right) \cos \left(\sqrt{P_{p}^{(j)} L_{p}^{(j)} T} \overline{\bar{h}}_{j} \omega\right)
\end{align*}
$$

In this place, the joint Probability Density Function (PDF) of the random variables $\bar{H}_{p}^{(j)}=h_{p}^{(j)} \sin \left(\phi_{p}^{(j)}\right)$ and $\overline{\bar{H}}_{p}^{(j)}=h_{p}^{(j)} \cos \left(\phi_{p}^{(j)}\right)$ are derived from [19] as

$$
\begin{equation*}
f_{\bar{H}_{p}^{(j)}, \overline{\vec{H}}_{p}^{(j)}}\left(\bar{h}_{j}, \overline{\bar{h}}_{j}\right)=\frac{m_{p}^{(j) m_{p}^{(j)}}}{\pi\left(\Omega_{p}^{(j)}\right)^{m_{p}^{(j)}} \Gamma\left(m_{p}^{(j)}\right)}\left(\bar{h}_{j}^{2}+\overline{\bar{h}}_{j}^{2}\right)^{m_{p}^{(j)}-1} e^{--\frac{m_{p}^{(j)}\left(\overline{\bar{h}}_{j}^{2}+\bar{h}_{j}^{2}\right)}{\Omega_{p}^{(j)}}} \tag{10}
\end{equation*}
$$

Averaging over the PDF of $\bar{H}_{p}^{(j)}$ and $\overline{\bar{H}}_{p}^{(j)}$, one obtains the characteristic function of the total CCI as

$$
\begin{align*}
& M_{I}(\omega)=\prod_{j=1}^{N} \frac{4 m_{p}^{(j) m_{p}^{(j)}}}{\pi\left(\Omega_{p}^{(j)}\right)^{m_{p}^{(j)}}} \Gamma\left(m_{p}^{(j)}\right)  \tag{11}\\
& \int_{0}^{\infty} \int_{0}^{\infty}\left(\bar{h}_{j}^{2}+\overline{\bar{h}}_{j}^{2}\right)^{m_{p}^{(j)}-1} e^{-\frac{m_{p}^{(j)}\left(\bar{h}_{j}^{2}+\bar{h}_{j}^{2}\right)}{\Omega_{p}^{(j)}}} \\
& \times \cos \left(\sqrt{P_{p}^{(j)} L_{p}^{(j)} T} \bar{h}_{j} \omega\right) \cos \left(\sqrt{P_{p}^{(j)} L_{p}^{(j)} T} \overline{\bar{h}}_{j} \omega\right) \mathrm{d} \bar{h}_{j} \mathrm{~d} \overline{\bar{h}}_{j}
\end{align*}
$$

As the CCI and the noise are uncorrelated, the term $M_{\Delta}(\omega)$ can be rewritten as $M_{\Delta}(\omega)=M_{I}(\omega) M_{n_{0}}(\omega)$. Since the characteristic function of the noise is given by $M_{n_{0}}(\omega)=\exp \left(-\omega^{2} / 2\right)$, the exact $M_{\Delta}(\omega)$ can be derived. Applying $M_{\Delta}(\omega)$ into equation (7) and averaging over the PDF of $\beta_{o}$, we can obtain the exact error rate expression as

$$
\begin{align*}
P_{e}= & \underbrace{\int_{0}^{\infty} Q(\sqrt{\beta}) f_{\beta_{0}}(\beta) \mathrm{d} \beta}_{\varepsilon_{1}} \\
& +\underbrace{\frac{1}{\pi} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{\omega} \sin (\sqrt{\beta} \omega) e^{-\frac{\omega^{2}}{2}}\left(1-M_{I}(\omega)\right) f_{\beta_{o}}(\beta) \mathrm{d} \beta \mathrm{~d} \omega}_{\varepsilon_{2}} \tag{12}
\end{align*}
$$

where both the error probabilities $\varepsilon_{1}$ and $\varepsilon_{2}$ depend on $f_{\beta_{0}}(\beta) . \varepsilon_{2}$ is also related to the characteristic function of the CCI. Using Fourier Inversion, the PDF of the in-phase contribution of the CCI can be calculated as

$$
\begin{align*}
f_{\bar{H}_{p}^{(j)}}\left(\bar{h}_{j}\right) & =\frac{1}{2 \pi} \int_{0}^{\infty} e^{-i \omega \omega_{p}^{(j)} \sin \left(\phi_{p}^{(j)}\right)}\left[M_{\bar{H}_{p}^{(j)}}(\omega)\right] \mathrm{d} \omega \\
& =\frac{\left|\bar{h}_{j}\right|^{2 m_{p}^{(j)}-1}}{\sqrt{\pi} \Gamma\left(m_{p}^{(j)}\right)}\left(\frac{m_{p}^{(j)}}{\Omega_{p}^{(j)}}\right)^{m_{p}^{(j)}} e^{-\frac{m_{p}^{(j)} \bar{h}_{j}^{2}}{\Omega_{p}^{(i)}}}{ }_{1} F_{1}\left(\frac{1}{2} ; m_{p}^{(j)}+\frac{1}{2} ; \frac{m_{p}^{(j)} \bar{h}_{j}^{2}}{\Omega_{p}^{(j)}}\right) \tag{13}
\end{align*}
$$

where $M_{\bar{H}_{p}^{(j)}}(\omega)=\int_{0}^{\infty} f_{h_{p}^{(j)}}(h) \mathrm{d} h \int_{0}^{2 \pi} \frac{1}{2 \pi} e^{i h \sin \phi \omega} \mathrm{~d} \phi$, and ${ }_{1} F_{1}(\because ; ;)$ denotes the confluent hypergeometric function [20]. From equations (10) and (13), we can conclude that when $m_{p}^{(j)} \neq 1, f_{\bar{H}_{p}^{(j)}, \overline{\bar{H}}_{p}^{(j)}}\left(\bar{h}_{j}, \overline{\bar{h}}_{j}\right) \neq f_{\overline{\bar{H}}_{p}^{(j)}}\left(\bar{h}_{j}\right) \cdot f_{\overline{\bar{H}}_{p}^{(j)}}\left(\overline{\bar{h}}_{j}\right)$, which also means the in-phase and the quadrature components of the CCI are correlated.

### 3.1 Best Channel Quality Based Selection Transmission

To alleviate the negative impact of the CCI, we adopt RAU selection transmission. According to equation (12), it is critical to analyze the PDF of $\beta_{o}$. Since $\beta_{o}=P_{o}^{(0)} T L_{o}^{(0)}\left|h_{o}^{(0)}\right|^{2}$, the small-scale fading, $h_{o}^{(0)}$, and the path-loss, $L_{o}^{(0)}$, are only related to the expected signal instead of the CCI. Given the specific location of the UE, the selected RAU can be chosen via the following norm:

$$
\begin{equation*}
G_{o}=\max _{i \in\{0, \ldots, k+1\}}\left\{\left|h_{i}^{(0)}\right|^{2} L_{i}^{(0)}\right\} \tag{14}
\end{equation*}
$$

Let $\beta_{o}=P_{o}^{(0)} T G_{o}$, the CDF of $\beta_{o}$ can be expressed as $F_{\beta_{o}}(\beta)=\prod_{i=1}^{k+1} F_{\beta_{i}^{(0)}}(\beta)$. Applying equation (5) and taking differentiation, one obtains the PDF of $\beta_{o}$ based on the BCQ as

$$
\begin{align*}
f_{\beta_{o}}(\beta) & =\sum_{i=1}^{k+1}(-1)^{i+1} Z_{1}\left(\sum_{m=1}^{i} \chi_{n m}^{(0)}\right) \exp \left(-\sum_{m=1}^{i} \chi_{n m}^{(0)} \beta\right) Z_{2}\left(\prod_{m=1}^{i} \frac{\left(\chi_{n m}^{(0)}\right)^{\lambda_{m}}}{\Gamma\left(\lambda_{m}+1\right)}\right) \beta^{\sum_{m=1}^{i} \lambda_{m}}  \tag{15}\\
& -\sum_{i=1}^{k+1}(-1)^{i+1} Z_{1} \exp \left(-\sum_{m=1}^{i} \chi_{n m}^{(0)} \beta\right) Z_{2}\left(\prod_{m=1}^{i} \frac{\left(\chi_{n m}^{(0)}\right)^{\lambda_{m}}}{\Gamma\left(\lambda_{m}+1\right)}\right)\left(\sum_{m=1}^{i} \lambda_{m}\right) \beta^{-1+\sum_{m=1}^{i} \lambda_{m}}
\end{align*}
$$

where the terms $Z_{1}$ and $Z_{2}$ in equation (15) are expressed as

$$
\left\{\begin{array}{c}
Z_{1}=\sum_{n_{1}=1}^{k-i+2} \sum_{n_{2}=n_{1}+1}^{k-i+3} \cdots \sum_{n_{i}=n_{i-1}+1}^{k+1}  \tag{16}\\
Z_{2}=\sum_{\lambda_{1}=0}^{m_{m_{1}}^{(0)}-1} \cdots \sum_{\lambda_{i}=0}^{m_{n}^{(0)}-1}
\end{array}\right.
$$

Since the error probability $\varepsilon_{1}$ only depends on $f_{\beta_{0}}(\beta)$, substituting equation (15) into equation (12), one obtains $\varepsilon_{1}$ as

$$
\begin{equation*}
\varepsilon_{1}=\sum_{i=1}^{k+1}(-1)^{i+1} \mathrm{Z}_{1}\left\{\left(\sum_{m=1}^{i} \chi_{n m}^{(0)}\right) \mathrm{A}_{1}-\left(\sum_{m=1}^{i} \lambda_{m}\right) \mathrm{A}_{2}\right\} \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{A}_{1}=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} \int_{\sqrt{2 \gamma}}^{\infty} \exp \left(-\frac{t^{2}}{2}-\sum_{m=1}^{i} \chi_{n m}^{(0)} \beta\right) \mathrm{Z}_{2} \beta^{\sum_{m=1}^{i} \lambda_{m}}\left(\prod_{m=1}^{i} \frac{\left(\chi_{n m}^{(0)}\right)^{\lambda_{m}}}{\Gamma\left(\lambda_{m}+1\right)}\right) \mathrm{d} t \mathrm{~d} \beta \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{A}_{2}=\frac{1}{\sqrt{2 \pi}} \int_{0}^{\infty} \int_{\sqrt{2 \gamma}}^{\infty} \exp \left(-\frac{t^{2}}{2}-\sum_{m=1}^{i} \chi_{n m}^{(0)} \beta\right) \mathrm{Z}_{2} \beta^{-1+\sum_{m=1}^{i} \lambda_{m}}\left(\prod_{m=1}^{i} \frac{\left(\chi_{n m}^{(0)}\right)^{\lambda_{m}}}{\Gamma\left(\lambda_{m}+1\right)}\right) \mathrm{d} t \mathrm{~d} \beta \tag{19}
\end{equation*}
$$

According to [21], we have

$$
\begin{equation*}
Q \sqrt{\beta}=\frac{1}{2}-\sqrt{\frac{\beta}{2 \pi}}{ }_{1} F_{1}\left(\frac{1}{2} ; \frac{3}{2} ;-\beta\right) \tag{20}
\end{equation*}
$$

Applying equation (20), one calculates the closed-form $\varepsilon_{1}$ as

$$
\begin{equation*}
\varepsilon_{1}=\frac{1}{\sqrt{2 \pi}} \sum_{i=1}^{k+1}(-1)^{i+1} Z_{1} Z_{2}\left(\prod_{m=1}^{i} \frac{\left(\chi_{n m}^{(0)}\right)^{\lambda_{m}}}{\Gamma\left(\lambda_{m}+1\right)}\right)\left(\sum_{m=1}^{i} \chi_{n m}^{(0)}\right)^{-\left(\frac{1}{2}+\sum_{m=1}^{i} \lambda_{m}\right)}\left(\mathrm{K}_{1}-\mathrm{K}_{2}\right) \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{K}_{1}=\left(\sum_{m=1}^{i} \lambda_{m}\right) \Gamma\left(\frac{1}{2}+\sum_{m=1}^{i} \lambda_{m}\right){ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}+\sum_{m=1}^{i} \lambda_{m} ; \frac{3}{2} ;-\frac{1}{2 \sum_{m=1}^{i} \chi_{n m}^{(0)}}\right) \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{K}_{2}=\Gamma\left(\frac{3}{2}+\sum_{m=1}^{i} \lambda_{m}\right)_{2} F_{1}\left(\frac{1}{2}, \frac{3}{2}+\sum_{m=1}^{i} \lambda_{m} ; \frac{3}{2} ;-\frac{1}{2 \sum_{m=1}^{i} \chi_{n m}^{(0)}}\right) \tag{23}
\end{equation*}
$$

As discussed previously, the error probability $\varepsilon_{2}$ depends on $f_{\beta_{0}}(\beta)$ and the characteristic function of the CCI simultaneously. Substituting equations (11), (15) and (21) into equation (12), one obtains the precise error rate for the circularly DAS based on the BCQ selection as:

$$
\begin{equation*}
P_{e}=\varepsilon_{1}+\frac{1}{\pi} \sum_{i=1}^{k+1}(-1)^{i+1} Z_{1} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{\omega} \sin (\sqrt{\beta} \omega) e^{-\frac{s^{2}}{2}}\left(1-M_{I}(s)\right) f_{\beta_{o}}(\beta) \mathrm{d} \beta \mathrm{~d} \omega \tag{24}
\end{equation*}
$$

It is observed from equation (24) that the error rate performance is related to the channel power fading gain of the CCI, whereas the error rate performance is not correlated with variation of the CCI if using the GQA approach.

Without loss of generality, we assume all the interfering signals experience the same fading severity, i.e., $m_{p}^{(j)}=m_{p}$, the characteristic function of $M_{I}(\omega)$ shown in equation (11) can be approximated by ignoring the dependency between the in-phase and the quadrature components of the CCI as

$$
\begin{equation*}
M_{I}(\omega) \approx \prod_{j=1}^{N}\left[{ }_{1} F_{1}\left(m_{p} ; 1 ;-\frac{\Omega_{p}^{(j)} L_{p}^{(j)} P_{p}^{(j)} T}{4 m_{p}} \omega^{2}\right)\right]^{2} \tag{25}
\end{equation*}
$$

Applying equation (25) to equation (24), we can derive the approximated error probability for the DAS with relatively low computational complexity.
Special case: When all the signals experience Rayleigh fading channels, i.e., $m_{p}=m_{o}^{(0)}=1$, both the in-phase and the quadrature components of the CCI are independent. Then, the exact $M_{I}(\omega)$ shown in equation (11) can be further simplified as

$$
\begin{equation*}
M_{I}(\omega)=\exp \left(-\frac{T \sum_{j=1}^{N} \Omega_{p}^{(j)} L_{p}^{(j)} P_{p}^{(j)}}{2} \omega^{2}\right) \tag{26}
\end{equation*}
$$

Applying equation (26) to equation (24), and assuming $v_{p}=2+2 \Omega_{p}^{(j)} T \sum_{j=1}^{N} L_{p}^{(j)} P_{p}^{(j)}$, one derives the closed-form error rate expression for the DAS as

$$
\begin{align*}
P_{e, R} & =\frac{1}{\pi} \Gamma\left(\frac{1}{2}\right) \sum_{i=1}^{k+1}(-1)^{i+1} \mathrm{Z}_{1}\left(\prod_{m=1}^{i} \frac{\left(\chi_{n m}^{(0)}\right)^{\lambda_{m}}}{\Gamma\left(\lambda_{m}+1\right)}\right)\left\{\Gamma\left(i+\frac{3}{2}\right) \mathrm{O}_{1}-i \Gamma\left(i+\frac{1}{2}\right) \mathrm{O}_{2}\right\} \\
& -\frac{1}{\sqrt{2 \pi}} \Gamma\left(\frac{3}{2}\right)_{i=1}^{k+1}(-1)^{i+1} \mathrm{Z}_{1} \sqrt{\sum_{m=1}^{i} \chi_{n m}^{(0)}} F_{1}\left(\frac{1}{2}, \frac{3}{2} ; \frac{3}{2} ;-\frac{1}{2 \sum_{m=1}^{i} \chi_{n m}^{(0)}}\right) \tag{27}
\end{align*}
$$

where

$$
\begin{equation*}
\mathrm{O}_{1}=\frac{1}{\sqrt{2}}{ }_{2} F_{1}\left(i+\frac{3}{2}, \frac{1}{2} ; \frac{3}{2} ;-\frac{1}{2 \sum_{m=1}^{i} \chi_{n m}^{(0)}}\right)-\sqrt{\frac{1}{v_{p}}}{ }_{2} F_{1}\left(i+\frac{3}{2}, \frac{1}{2} ; \frac{3}{2} ;-\frac{1}{2 \sum_{m=1}^{i} \chi_{n m}^{(0)} v_{p}}\right) \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{O}_{2}=\frac{1}{\sqrt{2}}{ }_{2} F_{1}\left(i+\frac{1}{2}, \frac{1}{2} ; \frac{3}{2} ;-\frac{1}{2 \sum_{m=1}^{i} \chi_{n m}^{(0)}}\right)-\sqrt{\frac{1}{v_{p}}}{ }_{2} F_{1}\left(i+\frac{1}{2}, \frac{1}{2} ; \frac{3}{2} ;-\frac{1}{\sum_{m=1}^{i} \chi_{n m}^{(0)} v_{p}}\right) \tag{29}
\end{equation*}
$$

### 3.2 Maximized Path-loss Based Selection Transmission

In this subsection, we consider the MPL based RAU selection transmission, and derive the theoretical error rate expressions for DAS in the multicell environment. In the MPL based RAU selection scheme, the RAU with the shortest distance among all the transmission links in the target cell is selected, i.e., $o=\arg \max _{i \in\{0,1, \ldots, k\}}\left\{L_{i}^{(0)}\right\}$. It is followed by equation (7) that

$$
\begin{equation*}
P_{e \mid \beta_{0}=\beta}=\frac{1}{2}-\frac{1}{\pi} \int_{0}^{\infty} \frac{1}{\omega} \sin \left(\sqrt{P_{o}^{(0)} L_{o} T} h_{o}^{(0)} \omega\right) M_{\Delta}(\omega) \mathrm{d} \omega \tag{30}
\end{equation*}
$$

Since $h_{o}^{(0)}$ is Nakagami-m distributed, averaging over the PDF of $h_{o}^{(0)}$, one obtains the precise error rate expression for the MPL based RAU selection transmission as

$$
\begin{align*}
P_{e} & =-\sqrt{\frac{P_{o}^{(0)} L_{o} \Omega_{o}^{(0)} T}{m_{o}^{(0)}}} \frac{\Gamma\left(m_{o}^{(0)}+1 / 2\right)}{\pi \Gamma\left(m_{o}^{(0)}\right)} \int_{0}^{\infty} e^{-\frac{\omega^{2}}{2}}  \tag{31}\\
& \times{ }_{1} F_{1}\left(m_{o}^{(0)}+\frac{1}{2} ; \frac{3}{2} ; \frac{-P_{o}^{(0)} L_{o} \Omega_{o}^{(0)} T \omega^{2}}{4 m_{o}^{(0)}}\right) M_{I}(\omega) \mathrm{d} \omega
\end{align*}
$$

Numerical integration can be applied for the evaluation of the precise error rate with equation (11) into equation (26). Similarly, for the special case of Rayleigh fading, i.e., $m_{p}=m_{o}^{(0)}=1$, the dependency between the in-phase and the quadrature components of the CCI can be ignored. The closed-form error rate expression with Rayleigh distribution is given by

$$
\begin{equation*}
P_{e, R}=\frac{1}{2}-\frac{\sqrt{\kappa}}{\pi} \Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{3}{2}\right)_{2} F_{1}\left(\frac{3}{2}, \frac{1}{2} ; \frac{3}{2} ;-\kappa\right) \tag{32}
\end{equation*}
$$

where $\kappa=P_{o}^{(0)} L_{o} \Omega P_{o}^{(0)} T / 2\left(T \sum_{j=1}^{N} \Omega_{p}^{(j)} L_{p}^{(j)} P_{p}^{(j)}+1\right)$.
Compared with the error rate performance evaluated from the commonly used GQA method which is only dependent on the expected signal, the derived error rate expressions shown in equations (24), (27), (31), and (32) are also related to the power distribution of the CCI. Besides, equation (24) and equation (31) include the correlation between the in-phase and the quadrature components of the CCI.

## 4. Numerical Results and Analysis

In this section, simulation and numerical results are given to verify the accuracy of the theoretical results. The error-rate performance of different transmission schemes is also provided over Nakagami- $m$ fading channels. In addition, the impacts of various parameters on the system performance are shown for the performance prediction. In this work, if not stated otherwise, the parameters for DAS in the multicell environment are set as follows: the number of the adjacent cells is $N=7$, the number of RAUs in a cell is $L=k+1$, the total transmit power of a cell is $P_{t}=2 \mathrm{~dB}$, the transmit power for each RAU is $P_{t} / L$ according to the equal power allocation, the radius of the circle for RAUs' deployment is $r=0.6$, the normalized radiation radius for a cell is $R=1.0$, the path-loss exponent is $\alpha=4.0$, the fading severities of all the CCI are set to be the same, i.e., $m_{I}=m_{i}^{(j)}$, and the angle between the direction of the UE to the cell-central and the horizontal direction is $\Theta=\pi / 10$, as shown in Fig. 1.
Fig. 2 and Fig. 3 show the error rate performance in the multicell environment based on the BCQ and the MPL, respectively. QPSK modulation signals experience Nakagami-m fading channels ( $m_{I}=m_{o}^{(0)}=2$ ) and Rayleigh fading channels, respectively. Compared with the Monte Carlo simulation results, we can conclude that the commonly used GQA approach cannot precisely predict the system performance. From Fig. 2(a) and Fig. 3(a), which are performed over Nakagami- $m$ fading channels, it is observed that the theoretical results match the Monte Carlo simulation results if the dependency between the in-phase and the quadrature components of the CCI is considered. For instance, compared with GQA, almost $54 \%$ of performance prediction can be improved with our proposed analytical method based on the BCQ selection scheme, as shown in Fig. 2(a). However, the exact error rate cannot be obtained without considering the dependency between the in-phase and the quadrature components of the CCI. In the circumstance of Rayleigh fading channels, precise error rate performance can be achieved if the dependency between the two components of the CCI is ignored, as shown in Fig. 2(b) and Fig. 3(b). Another interesting find is that the error rate performance can be improved when the UE is located at $d=0.6$. We define this position as the improved point. This is explained by the fact that when the UE moves to this position, a RAU deployed nearby dominates the system performance.


Fig. 2. The error rate with RAU selection based on the BCQ versus normalized distance


Fig. 3. The error rate with RAU selection based on the MPL versus normalized distance
Different transmission schemes are compared in Fig. 4 when the number of the RAUs in a cell is set to be 6 , and $m_{I}=m_{o}^{(0)}=1$. The error rate obtained by the commonly used GQA method is not coincident with the precise BER, as expected. It is further observed form Fig. 4 that in general, compared with the traditional DAS in which all the RAUs are used for transmission, the RAU selection transmission can achieve better performance. For instance, by contrast with the traditional DAS, the BCQ based RAU selection transmission can improve the error rate performance by nearly one order of magnitude. This is due to the fact that the RAU selection transmission can greatly reduce the number of the interfering signals (from 36 interfering signals to 6 interfering signals). It is also noted that the traditional DAS outperforms the MPL based selection transmission at some positions (from $d=0.25$ to $d=0.4$ ). This may be because at these positions, the channel gain contributed from the macro-diversity in the traditional DAS suppresses the gain of the reduction of the interfering signals. Furthermore, the BCQ based selection transmission outperforms the MPL based selection transmission, but their performance gradually tends to be coincident at the cell edge area.


Fig. 4. The error rate with different transmission schemes versus normalized distance


Fig. 5. The error rate versus the number of RAUs in a cell

Since the circularly distributed DAS has flexible infrastructures, the theoretical expressions can efficiently predict the number of the RAUs needed according to the communication requirement, as shown in Fig. 5. We select $d=0.2,0.6,0.85$ to represent the cell center area, the improved point, and the cell edge area, respectively. The channel fading severities are set as $m_{o}^{(0)}=3$ and $m_{I}=2$. As can be seen from Fig. 5, the error rate performance improves as the number of RAUs increases when the UE is located at the cell center area. On the contrary, with more RAUs deployed, the error rate performance for the UEs at the cell edge area gets better first and then turns worse after reaching a peak point. For instance, the worst error rate performance for the UEs at cell edge area and improved area based on the MPL and the BCQ selection schemes can be achieved when the numbers of RAUs in a cell are 11 and 7 , respectively. This explains the fact that the average distance between the UE and the selected RAU is reduced as the number of RAUs increases, leading to th performance improvement. However, the transmit power of a RAU is decreased if more RAUs are deployed, which degrades the system performance. Thus, the number of RAUs deployed in a cell can be determined if both the performance requirement and the cost are considered.


Fig. 6. The error rate of QPSK and BPSK modulation signals based on the BCQ
Fig. 6 depicts the error rate performance of QPSK and BPSK modulation signals with various fading severities when the number of RAUs in a cell is set to be 8 . Without loss of generality, we assume all the signals experience the same fading channels ( $m_{o}^{(0)}=m_{I}=m$ ). Observe that, the error rate performance improves as the fading becomes more severe, i.e., from $m=2$ to $m=4$. Both the BER curves of BPSK modulation signals and QPSK modulation signals have the similar variation tendency as the distance between the UE and the cell center changes. However, BPSK modulation signals have better error rate performance
than QPSK modulation signals. This is because the expected QPSK signal is deteriorated by the CCI from the in-phase and the quadrature channels simultaneously.

## 5. Conclusion

In this work, we studied the error rate performance of downlink DAS with multicell scenario over Nakagami-m fading channels, where arbitrary number of RAUs are deployed in a circular pattern. To alleviate the negative effect of the CCI on the system performance, we used two RAU selection schemes based on the BCQ and the MPL, respectively. Since the in-phase and the quadrature components of the CCI is correlated over Nakagami-m fading channels, a dual-channel receiver has been adopted for the signal detection. Unlike the existing approach in which the desired signal and the CCI are assumed to be a Gaussian noise with fixed variance, we have treated the CCI as the random variable. In addition, the dependency between the in-phase and the quadrature components of the CCI has been considered. For the special case of Rayleigh fading, closed-form error rate expressions have been derived when the dependency between the two components of the CCI could be ignored. Numerical results have validated the correctness of our theoretical analysis by considering the dependency between the in-phase and the quadrature components of the CCI. We also have shown that the RAU selection transmission had performance advantages over the total RAUs transmission. Moreover, QPSK modulation signals have worse error rate performance than BPSK modulation signals at the expense of better bandwidth efficiency.
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