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#### Abstract

During the past four decades or so, due mainly to a wide range of applications from natural sciences to social sciences, the so-called fractional calculus has attracted an enormous attention of a large number of researchers. Many fractional calculus operators, especially, involving various special functions, have been extensively investigated and widely applied. Here, in this paper, in a systematic manner, we aim to establish certain image formulas of various fractional integral operators involving diverse types of generalized hypergeometric functions, which are mainly expressed in terms of Hadamard product. Some interesting special cases of our main results are also considered and relevant connections of some results presented here with those earlier ones are also pointed out.


## 1. Introduction

We begin by giving a brief outline of fractional calculus and its development. Fractional calculus is a branch of mathematics, which has a long history and has recently gone through a period of rapid development. Many earlier works on the subject of fractional calculus contain interesting accounts of the theories of fractional calculus operators and their applications in diverse research areas (see, e.g., Caputo [11], Oldham and Spanier [36], Ross [43], McBride and Roach [31], Nishimoto [35], Miller and Ross [32]), Podlubny [40], Samko et al. [48], Hilfer [18], Kilbas et al. [21], and the five volume works written by Nishimoto [33]). The fractional calculus operators have been extensively used in describing and solving various integral equations, ordinary differential equations and partial differential equations in applied sciences such as fluid mechanics, rheology, diffusive transport, electrical networks, electromagnetic

[^0]theory, probability, turbulence and fluid dynamics, stochastic dynamical system, plasma physics and controlled thermonuclear fusion, non-linear control theory, image processing, non-linear biological systems and astrophysics.

In recent years, fractional integral and differential operators involving the various special functions have been investigated by many authors, for example, Kalla and Saxena [19], Kilbas and Saigo [20], Saigo [44], Kiryakova [22, 23, 24, 25], Saigo and Kilbas [46], in particular, Srivastava and Saxena [59] presented a survey-cum-expository paper which gives a remarkably clear, insightful, and systematic exposition of the investigations carried out by various authors in the field of fractional calculus and its applications and contains a fairly comprehensive bibliography of as many as 190 further references on the subject (see also [16]).

Due mainly to their various applications, image formulas of fractional calculus operators have attracted not only mathematicians and statisticians with diverse research interests but also electrical engineers, biologists, economists, psychologists, and sociologists. Here, in this paper, in a systematic manner, we establish certain image formulas of fractional integral operators involving some new generalized Gauss hypergeometric type functions. Also importance of the image formulas of the fractional calculus operators is highlighted and shared with the interested readers.

## 2. Generalized special functions

Many important functions in applied sciences (which are popularly known as special functions) are defined via improper integrals or infinite series (or infinite products). During last four decades or so, several interesting and useful extensions of many of the familiar special functions (such as the Gamma and Beta functions, the Gauss hypergeometric function, and so on) have been considered by many authors (see, e.g., in a chronological way, [12], [13], [15], [37], [38], [53], [55], [56]). Throughout this paper, let $\mathbb{C}, \mathbb{Z}$, and $\mathbb{N}$ denote the sets of complex numbers, integers, and positive integers, respectively, $\mathbb{Z}_{0}^{-}:=\mathbb{Z} \backslash \mathbb{N}$ and $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$.

For our present investigation, we recall some required special functions. The generalized hypergeometric series ${ }_{p} F_{q}\left(p, q \in \mathbb{N}_{0}\right)$ is defined by (see [42, p. 73] and [57, pp. 71-75]):

$$
\begin{align*}
{ }_{p} F_{q}\left[\begin{array}{c}
\alpha_{1}, \ldots, \alpha_{p} ; z \\
\beta_{1}, \ldots, \beta_{q} ;
\end{array}\right] & =\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \cdots\left(\alpha_{p}\right)_{n}}{\left(\beta_{1}\right)_{n} \cdots\left(\beta_{q}\right)_{n}} \frac{z^{n}}{n!}  \tag{2.1}\\
& ={ }_{p} F_{q}\left(\alpha_{1}, \ldots, \alpha_{p} ; \beta_{1}, \ldots, \beta_{q} ; z\right),
\end{align*}
$$

where $(\lambda)_{n}$ is the Pochhammer symbol defined (for $\lambda \in \mathbb{C}$ ) by (see [57, p. 2 and p. 5]):

$$
(\lambda)_{n}:= \begin{cases}1 & (n=0)  \tag{2.2}\\ \lambda(\lambda+1) \ldots(\lambda+n-1) & (n \in \mathbb{N})\end{cases}
$$

$$
=\frac{\Gamma(\lambda+n)}{\Gamma(\lambda)} \quad\left(\lambda \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right)
$$

and $\Gamma(\lambda)$ is the familiar Gamma function.
The generalized Beta function $B_{p}^{(\alpha, \beta ; \kappa, \mu)}(x, y)$ is defined by (see [55])

$$
\begin{array}{r}
B_{p}^{(\alpha, \beta ; \kappa, \mu)}(x, y):=\int_{0}^{1} t^{x-1}(1-t)^{y-1}{ }_{1} F_{1}\left(\alpha ; \beta ;-\frac{p}{t^{\kappa}(1-t)^{\mu}}\right) d t  \tag{2.3}\\
(\Re(p) \geqq 0 ; \min \{\Re(x), \Re(y), \Re(\alpha), \Re(\beta)\}>0 ; \min \{\Re(\kappa), \Re(\mu)\}>0) .
\end{array}
$$

When $\kappa=\mu$, (2.3) reduces to the generalized extended beta function

$$
B_{p}^{(\alpha, \beta ; \mu)}(x, y)
$$

defined by (see [39, p. 37])

$$
\begin{gather*}
B_{p}^{(\alpha, \beta ; \mu)}(x, y):=\int_{0}^{1} t^{x-1}(1-t)^{y-1}{ }_{1} F_{1}\left(\alpha ; \beta ;-\frac{p}{t^{\mu}(1-t)^{\mu}}\right) d t  \tag{2.4}\\
(\Re(p) \geqq 0 ; \min \{\Re(x), \Re(y), \Re(\alpha), \Re(\beta)\}>0 ; \Re(\mu)>0) .
\end{gather*}
$$

The special case of $(2.4)$ when $\mu=1$ reduces immediately to the generalized Beta type function as follows (see [38, p. 4602]):

$$
\begin{align*}
& B_{p}^{(\alpha, \beta)}(x, y)=B_{p}^{(\alpha, \beta ; 1)}(x, y) \\
&:=\int_{0}^{1} t^{x-1}(1-t)^{y-1}{ }_{1} F_{1}\left(\alpha ; \beta ;-\frac{p}{t(1-t)}\right) d t  \tag{2.5}\\
&(\Re(p) \geqq 0 ; \min \{\Re(x), \Re(y), \Re(\alpha), \Re(\beta)\}>0) .
\end{align*}
$$

The further special case of (2.5) when $\alpha=\beta$ reduces obviously to the extended Beta type function $B_{p}(x, y)$ due to Chaudhry et al. [12]:

$$
\begin{align*}
B_{p}(x, y) & =B_{p}^{(\alpha, \alpha)}(x, y) \\
& =\int_{0}^{1} t^{x-1}(1-t)^{y-1} \exp \left(-\frac{p}{t(1-t)}\right) d t \quad(\Re(p) \geqq 0) \tag{2.6}
\end{align*}
$$

The classical beta function $B(x, y)$ is defined by

$$
\begin{equation*}
B(x, y):=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t \quad(\Re(x)>0 ; \Re(y)>0) \tag{2.7}
\end{equation*}
$$

It is clear to see the following relationship between the classical Beta function $B(x, y)$ and its extensions:

$$
B(x, y)=B_{0}(x, y)=B_{0}^{(\alpha, \beta)}(x, y)=B_{0}^{(\alpha, \beta ; 1)}(x, y)=B_{0}^{(\alpha, \beta ; 1,1)}(x, y)
$$

Chaudhry et al. [13, p. 591, Eqs. (2.1) and (2.2)] made use of the extended Beta function $B_{p}(x, y)$ in (2.6) to extend the Gauss hypergeometric function
${ }_{2} F_{1}$ as follows: The extended Gauss hypergeometric function $F_{p}(a, b ; c ; z)$ is defined by

$$
\begin{gather*}
F_{p}(a, b ; c ; z):=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!}  \tag{2.8}\\
(|z|<1 ; \Re(c)>\Re(b)>0 ; \Re(p) \geqq 0) .
\end{gather*}
$$

Similarly, by appealing to the generalized Beta function $B_{p}^{(\alpha, \alpha)}(x, y)$ in (2.5), Özergin [12] and Özergin et al. [13] introduced and investigated a further potentially useful extension of the generalized Gauss hypergeometric functions as follows: The extended generalized Gauss hypergeometric functions $F_{p}^{(\alpha, \beta)}(\cdot)$ is defined by

$$
\begin{gather*}
F_{p}^{(\alpha, \beta)}(a, b ; c ; z)=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!}  \tag{2.9}\\
(|z|<1 ; \min \{\Re(\alpha), \Re(\beta)\}>0 ; \Re(c)>\Re(b)>0 ; \Re(p) \geqq 0) .
\end{gather*}
$$

Based upon the generalized Beta function in (2.4), Parmar [39] introduced and studied a family of the generalized Gauss hypergeometric functions

$$
F_{p}^{(\alpha, \beta ; \mu)}(\cdot)
$$

defined by

$$
\begin{gather*}
F_{p}^{(\alpha, \beta ; \mu)}(a, b ; c ; z):=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \mu)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!}  \tag{2.10}\\
(|z|<1 ; \min \{\Re(\alpha), \Re(\beta), \Re(\mu))>0 ; \Re(c)>\Re(b)>0 ; \Re(p) \geqq 0) .
\end{gather*}
$$

Recently, Srivastava et al. [53] used the generalized Beta function in (2.3) to introduce a family of some extended generalized Gauss hypergeometric functions defined by

$$
\begin{equation*}
F_{p}^{(\alpha, \beta ; \kappa, \mu)}(a, b ; c ; z):=\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} \frac{z^{n}}{n!} \tag{2.11}
\end{equation*}
$$

$$
(|z|<1 ; \min \{\Re(\alpha), \Re(\beta), \Re(\kappa), \Re(\mu))>0 ; \Re(c)>\Re(b)>0 ; \Re(p) \geqq 0) .
$$

It is easy to see the following relationships:

$$
\begin{gathered}
F_{p}^{(\alpha, \beta ; 1,1)}(a, b ; c ; z)=F_{p}^{(\alpha, \beta)}(a, b ; c ; z) ; \\
F_{p}^{(\alpha, \beta ; 1)}(a, b ; c ; z)=F_{p}^{(\alpha, \beta)}(a, b ; c ; z) ; \\
F_{p}^{(\alpha, \alpha ; 1)}(a, b ; c ; z)=F_{p}(a, b ; c ; z) ;
\end{gathered}
$$

and

$$
F_{0}^{(\alpha, \alpha ; 1)}(a, b ; c ; z)={ }_{2} F_{1}(a, b ; c ; z) .
$$

Very recently, Luo et al. [28] investigated various properties of these extended functions and established some connections with the Laguerre polynomial and Fox's $H$-function.

In recent years the incomplete Gamma type functions like $\gamma(s, x)$ and $\Gamma(s, x)$ have been investigated by a number of researchers. It is noted that both $\gamma(s, x)$ and $\Gamma(s, x)$ which are given in (2.12) and (2.13), respectively, are certain generalizations of the classical Gamma function $\Gamma(z)$ and have proved to be important for physicists and engineers as well as mathematicians. For more details, one may refer to the following literature: [1], [14], [15], [27], [50], [51], [52], [53], [54], [60] and [62].

The incomplete Gamma functions $\gamma(s, x)$ and $\Gamma(s, x)$ are defined by

$$
\begin{equation*}
\gamma(s, x):=\int_{0}^{x} t^{s-1} e^{-t} d t \quad(\Re(s)>0 ; x \geq 0) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma(s, x):=\int_{x}^{\infty} t^{s-1} e^{-t} d t(x \geq 0 ; \Re(s)>0 \text { when } x=0) \tag{2.13}
\end{equation*}
$$

The (2.12) and (2.13) satisfy the following decomposition formula:

$$
\begin{equation*}
\gamma(s, x)+\Gamma(s, x)=\Gamma(s) \quad(\Re(s)>0) \tag{2.14}
\end{equation*}
$$

The theory of the incomplete Gamma functions, as a part of the theory of confluent hypergeometric functions, has received its first systematic exposition by Tricomi [61]. Al-Musallam and Kalla (see [8] and [9]) considered a more general incomplete gamma function involving the Gauss hypergeometric function and established a number of analytic properties including recurrence relations, asymptotic expansions and computation for special values of the parameters. Very recently, Srivastava et al. [56] introduced and studied some fundamental properties and characteristics of a family of two potentially useful and generalized incomplete hypergeometric functions defined as follows:

$$
{ }_{p} \gamma_{q}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p} ;  \tag{2.15}\\
b_{1}, \ldots, b_{q} ;
\end{array}\right]:=\sum_{n=0}^{\infty} \frac{\left(a_{1} ; x\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \cdot \frac{z^{n}}{n!}
$$

and

$$
{ }_{p} \Gamma_{q}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p} ;  \tag{2.16}\\
b_{1}, \ldots, b_{q} ;
\end{array}\right]:=\sum_{n=0}^{\infty} \frac{\left[a_{1} ; x\right]_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \cdot \frac{z^{n}}{n!},
$$

where $\left(a_{1} ; x\right)_{n}$ and $\left[a_{1} ; x\right]_{n}$ which are interesting generalizations of the Pochhammer symbol $(\lambda)_{n}$ are defined in terms of the incomplete gamma type functions $\gamma(s, x)$ and $\Gamma(s, x)$ as follows:

$$
\begin{equation*}
(\lambda ; x)_{\nu}:=\frac{\gamma(\lambda+\nu, x)}{\Gamma(\lambda)} \quad(\lambda, \nu \in \mathbb{C} ; x \geq 0) \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
[\lambda ; x]_{\nu}:=\frac{\Gamma(\lambda+\nu, x)}{\Gamma(\lambda)} \quad(\lambda, \nu \in \mathbb{C} ; x \geq 0) \tag{2.18}
\end{equation*}
$$

These incomplete Pochhammer symbols $(\lambda ; x)_{\nu}$ and $[\lambda ; x]_{\nu}$ satisfy the following decomposition relation:

$$
\begin{equation*}
(\lambda ; x)_{\nu}+[\lambda ; x]_{\nu}=(\lambda)_{\nu} \quad(\lambda, \nu \in \mathbb{C} ; x \geq 0) \tag{2.19}
\end{equation*}
$$

Remark 2.1. For the convergence of the infinite series (2.15) and (2.16), one may refer to Srivastava et al. [56, Remark 7].

## 3. Operators of fractional integration

A number of fractional integral operators have been developed and investigated extensively, due mainly to the importance and usefulness in both theoretical and applicable senses. For our present investigation, we recall some well-known fractional integral operators.

Appell's hypergeometric function $F_{3}$ in two variables (see, e.g., [10, p. 14] and [58, p. 23]) is defined by

$$
\begin{align*}
& F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime} ; \eta ; x ; y\right) \\
= & \sum_{m, n=0}^{\infty} \frac{(\alpha)_{m}\left(\alpha^{\prime}\right)_{n}(\beta)_{m}\left(\beta^{\prime}\right)_{n}}{(\eta)_{m+n}} \frac{x^{m}}{m!} \frac{y^{n}}{n!} \quad(\max \{|x|,|y|\}<1) . \tag{3.1}
\end{align*}
$$

Let $\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta \in \mathbb{C}$. Then the fractional integral operators $I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta}$ and $I_{x, \infty}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta}$ of a function $f(x)$ are defined, for $\Re(\eta)>0$, as follows (see Saigo and Maeda [47]; see also Choi and Kumar [17]):

$$
\begin{align*}
& \left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta} f\right)(x) \\
= & \frac{x^{-\alpha}}{\Gamma(\eta)} \int_{0}^{x}(x-t)^{\eta-1} t^{-\alpha^{\prime}} F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime} ; \eta ; 1-t / x, 1-x / t\right) f(t) d t \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
& \left(I_{x, \infty}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta} f\right)(x) \\
= & \frac{x^{-\alpha^{\prime}}}{\Gamma(\eta)} \int_{x}^{\infty}(t-x)^{\eta-1} t^{-\alpha} F_{3}\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime} ; \eta ; 1-x / t, 1-t / x\right) f(t) d t \tag{3.3}
\end{align*}
$$

where the function $f(t)$ is so constrained that the defining integrals in (3.2) and (3.3) exist.

The above fractional integral operators can be written as follows:

$$
\begin{align*}
\left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta} f\right)(x) & =\left(\frac{d}{d x}\right)^{k}\left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta+k, \beta^{\prime}, \eta+k} f\right)(x)  \tag{3.4}\\
(\Re(\eta) & >0 ; k=[\Re(\eta)]+1)
\end{align*}
$$

and

$$
\begin{align*}
\left(I_{x, \infty}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta} f\right)(x) & =\left(-\frac{d}{d x}\right)^{k}\left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}+k, \eta+k} f\right)(x)  \tag{3.5}\\
(\Re(\eta) & >0 ; k=[\Re(\eta)]+1) .
\end{align*}
$$

The operators or integral transforms in (3.2) and (3.3) were introduced by Marichev [29] as Mellin type convolution operators with the Appell function $F_{3}$ in their kernel. These operators were rediscovered and studied by Saigo [45] as generalizations of the so-called Saigo fractional integral operators (see also Kiryakova [25]). Such further properties as (for example) their relations with the Mellin transform and with the hypergeometric operators (or the Saigo fractional integral operators), together with their decompositional, operational and other properties in the McBride space $F p$ (see [31]) were studied by Saigo and Maeda [47] (see also some recent investigations on the subject of fractional calculus in Agarwal [2, 3, 4], Agarwal and Jain [6], Agarwal et al. [7], Agarwal et al. [5] and [34]).

The Appell function $F_{3}$ in (3.2) and (3.3) satisfies a system of two linear partial differential equations of the second order and reduces to the Gauss hypergeometric function ${ }_{2} F_{1}$ as follows (see [10, p. 25, Eq. (35)] and [58, p. 301, Eq. 9.4 (87)]):

$$
\begin{equation*}
F_{3}(\alpha, \eta-\alpha, \beta, \eta-\beta ; \eta ; x ; y)={ }_{2} F_{1}(\alpha, \beta ; \eta ; x+y-x y) . \tag{3.6}
\end{equation*}
$$

Further it is easy to see that

$$
\begin{equation*}
F_{3}\left(\alpha, 0, \beta, \beta^{\prime}, \eta ; x, y\right)={ }_{2} F_{1}(\alpha, \beta ; \eta ; x) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{3}\left(0, \alpha^{\prime}, \beta, \beta^{\prime}, \eta ; x, y\right)={ }_{2} F_{1}\left(\alpha^{\prime}, \beta^{\prime} ; \eta ; y\right) . \tag{3.8}
\end{equation*}
$$

In view of the obvious reduction formula (3.7), the general operators reduce to the aforementioned Saigo operators $I_{0, x}^{\alpha, \beta, \eta}$ and $I_{x, \infty}^{\alpha, \beta, \eta}$ (see, for details, [44] and the references cited therein) defined as follows:

$$
\begin{align*}
\left(I_{0, x}^{\alpha, \beta, \eta} f\right)(x)= & \frac{x^{-\alpha-\beta}}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1}{ }_{2} F_{1}\left(\alpha+\beta,-\eta ; \alpha ; 1-\frac{t}{x}\right) f(t) d t \\
& (\Re(\alpha)>0)
\end{align*}
$$

and

$$
\begin{align*}
\left(I_{x, \infty}^{\alpha, \beta, \eta} f\right)(x)= & \frac{1}{\Gamma(\alpha)} \int_{x}^{\infty}(t-x)^{\alpha-1} t^{-\alpha-\beta}{ }_{2} F_{1}\left(\alpha+\beta,-\eta ; \alpha ; 1-\frac{x}{t}\right) f(t) d t  \tag{3.10}\\
& (\Re(\alpha)>0),
\end{align*}
$$

where the function $f(t)$ is so constrained that the defining integrals in (3.9) and (3.10) exist.

The Saigo fractional integral operators (3.9) and (3.10) can also be written in the following form:

$$
\begin{align*}
\left(I_{0, x}^{\alpha, \beta, \eta} f\right)(x)= & \left(\frac{d}{d x}\right)^{k}\left(I_{0, x}^{\alpha+k, \beta-k, \eta-k} f\right)(x)  \tag{3.11}\\
& (\Re(\alpha) \leq 0 ; k=[\Re(-\alpha)]+1)
\end{align*}
$$

and

$$
\begin{align*}
\left(I_{x, \infty}^{\alpha, \beta, \eta} f\right)(x)= & \left(-\frac{d}{d x}\right)^{k}\left(I_{x, \infty}^{\alpha-k, \beta-k, \eta} f\right)(x)  \tag{3.12}\\
& (\Re(\alpha) \leq 0 ; k=[\Re(-\alpha)]+1) .
\end{align*}
$$

The Erdélyi-Kober type fractional integral operators are defined as follows (see Kober [26]):

$$
\begin{equation*}
\left(\mathcal{E}_{0, x}^{\alpha, \eta} f\right)(x)=\frac{x^{-\alpha-\eta}}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} t^{\eta} f(t) d t \quad(\Re(\alpha)>0) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{K}_{x, \infty}^{\alpha, \eta} f\right)(x)=\frac{x^{\eta}}{\Gamma(\alpha)} \int_{x}^{\infty}(t-x)^{\alpha-1} t^{-\alpha-\eta} f(t) d t \quad(\Re(\alpha)>0) \tag{3.14}
\end{equation*}
$$

where the function $f(t)$ is so constrained that the defining integrals in (3.13) and (3.14) converge.

The Riemann-Liouville fractional integral operator and the Weyl fractional integral operator are defined as follows (see, e.g., [36]):

$$
\begin{equation*}
\left(\mathcal{R}_{0, x}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} f(t) d t \quad(\Re(\alpha)>0) \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{W}_{x, \infty}^{\alpha} f\right)(x)=\frac{1}{\Gamma(\alpha)} \int_{x}^{\infty}(t-x)^{\alpha-1} f(t) d t \quad(\Re(\alpha)>0) \tag{3.16}
\end{equation*}
$$

provided both integrals converge.

## 4. Relations among the operators

We recall some known relationships between the fractional integral operators provided in the previous section. In view of the reduction formula (3.7), Saxena and Saigo [49, p. 93, Eqs. (2.15) and (2.16)] found the following relationship between the Marichev-Saigo-Maeda and the Saigo fractional integral operators:

$$
\begin{equation*}
\left(I_{0, x}^{\alpha, 0, \beta, \beta^{\prime}, \eta} f\right)(x)=\left(I_{0, x}^{\eta, \alpha-\eta,-\beta} f\right)(x) \quad(\eta \in \mathbb{C}) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(I_{x, \infty}^{\alpha, 0, \beta, \beta^{\prime}, \eta} f\right)(x)=\left(I_{x, \infty}^{\eta, \alpha-\eta,-\beta} f\right)(x) \quad(\eta \in \mathbb{C}) . \tag{4.2}
\end{equation*}
$$

The operator $I_{0, x}^{\alpha, \beta, \eta}(\cdot)$ contains both the Riemann-Liouville and ErdélyiKober fractional integral operators by means of the following relationships (see Kilbas [21]):

$$
\begin{equation*}
\left(\mathcal{R}_{0, x}^{\alpha} f\right)(x)=\left(I_{0, x}^{\alpha,-\alpha, \eta} f\right)(x) \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{E}_{0, x}^{\alpha, \eta} f\right)(x)=\left(I_{0, x}^{\alpha, 0, \eta} f\right)(x) \tag{4.4}
\end{equation*}
$$

while the operator $I_{x, \infty}^{\alpha, \beta, \eta}(\cdot)$ unifies the Weyl and Erdélyi-Kober fractional integral operators as follows:

$$
\begin{equation*}
\left(\mathcal{W}_{x, \infty}^{\alpha} f\right)(x)=\left(I_{x, \infty}^{\alpha,-\alpha, \eta} f\right)(x) \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{K}_{x, \infty}^{\alpha, \eta} f\right)(x)=\left(I_{x, \infty}^{\alpha, 0, \eta} f\right)(x) \tag{4.6}
\end{equation*}
$$

## 5. Power function formulas

Some required power function formulas of the familiar fractional integral operators are recalled as in the following Lemma 5.1 (see [47] and [49]) and Lemma 5.2 (see [44]).

Lemma 5.1. Let $\alpha, \alpha^{\prime}, \beta, \beta^{\prime}$ and $\eta \in \mathbb{C}$ with $\Re(\eta)>0$. Then the following formulas hold true:

$$
\begin{align*}
& \left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta} x^{\rho-1}\right)(x) \\
= & \frac{\Gamma(\rho) \Gamma\left(\rho+\eta-\alpha-\alpha^{\prime}-\beta\right) \Gamma\left(\rho+\beta^{\prime}-\alpha^{\prime}\right)}{\Gamma\left(\rho+\beta^{\prime}\right) \Gamma\left(\rho+\eta-\alpha-\alpha^{\prime}\right) \Gamma\left(\rho+\eta-\alpha^{\prime}-\beta\right)} x^{\rho+\eta-\alpha-\alpha^{\prime}-1}  \tag{5.1}\\
& \left(\Re(\rho)>\max \left\{0, \Re\left(\alpha+\alpha^{\prime}+\beta-\eta\right), \Re\left(\alpha^{\prime}-\beta^{\prime}\right)\right\}\right)
\end{align*}
$$

and
(5.2)

$$
\begin{aligned}
& \left(I_{x, \infty}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \eta} x^{\rho-1}\right)(x) \\
= & \frac{\Gamma(1-\rho-\beta) \Gamma\left(1-\rho-\eta+\alpha+\alpha^{\prime}\right) \Gamma\left(1-\rho+\alpha+\beta^{\prime}-\eta\right)}{\Gamma(1-\rho) \Gamma\left(1-\rho+\alpha+\alpha^{\prime}+\beta^{\prime}-\eta\right) \Gamma(1-\rho+\alpha-\beta)} x^{\rho+\eta-\alpha-\alpha^{\prime}-1} \\
& \left(\Re(\rho)<1+\min \left\{\Re(-\beta), \Re\left(\alpha+\alpha^{\prime}-\eta\right), \Re\left(\alpha+\beta^{\prime}-\eta\right)\right\}\right) .
\end{aligned}
$$

Lemma 5.2. Let $\alpha, \beta, \eta, \rho \in \mathbb{C}$ with $\Re(\alpha)>0$. Then the following formulas hold true:

$$
\begin{align*}
\left(I_{0, x}^{\alpha, \beta, \eta} x^{\rho-1}\right)(x)= & \frac{\Gamma(\rho) \Gamma(\rho+\eta-\beta)}{\Gamma(\rho-\beta) \Gamma(\rho+\eta+\alpha)} x^{\rho-\beta-1}  \tag{5.3}\\
& (\Re(\rho)>\max \{0, \Re(\beta-\eta)\})
\end{align*}
$$

and

$$
\begin{align*}
\left(I_{x, \infty}^{\alpha, \beta, \eta} x^{\rho-1}\right)(x)= & \frac{\Gamma(1-\rho+\beta) \Gamma(1-\rho+\eta)}{\Gamma(1-\rho) \Gamma(1-\rho+\alpha+\beta+\eta)} x^{\rho-\beta-1}  \tag{5.4}\\
& (\Re(\rho)<1+\min \{\Re(\beta), \Re(\eta)\}) .
\end{align*}
$$

The special case of (5.3) and (5.4) when $\beta=-\alpha$ yields, respectively, two power function formulas involving the Riemann-Liouville and the Weyl type fractional integral operators as in the following lemma (see [30]).

Lemma 5.3. Let $\alpha, \rho \in \mathbb{C}$. Then the following formulas hold true:

$$
\begin{equation*}
\left(\mathcal{R}_{0, x}^{\alpha} x^{\rho-1}\right)(x)=\frac{\Gamma(\rho)}{\Gamma(\rho+\alpha)} x^{\rho+\alpha-1} \quad(\Re(\alpha)>0, \Re(\rho)>0) \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{W}_{x, \infty}^{\alpha} x^{\rho-1}\right)(x)=\frac{\Gamma(1-\rho+\alpha)}{\Gamma(1-\rho)} x^{\alpha+\rho-1} \quad(\Re(\rho)>\Re(\alpha)>-1) \tag{5.6}
\end{equation*}
$$

Setting $\beta=0$ in (5.3) and (5.4) gives, respectively, two power function formulas involving the Erdélyi-Kober type fractional integral operators as in the following lemma (see [30]).
Lemma 5.4. Let $\alpha, \rho, \eta \in \mathbb{C}$. Then the following formulas hold true:

$$
\begin{equation*}
\left(\mathcal{E}_{0, x}^{\alpha, \eta} x^{\rho-1}\right)(x)=\frac{\Gamma(\rho+\eta)}{\Gamma(\rho+\alpha+\eta)} x^{\rho-1} \quad(\Re(\rho+\eta)>0) \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{K}_{x, \infty}^{\alpha, \eta} x^{\rho-1}\right)(x)=\frac{\Gamma(1+\eta-\rho)}{\Gamma(1+\alpha+\eta-\rho)} x^{\rho-1} \quad(\Re(\eta)>\Re(\rho)>-1) \tag{5.8}
\end{equation*}
$$

## 6. Fractional integral operators and their image formulas

We present certain fractional integral formulas involving the generalized special functions by using certain general pair of fractional integral operators. To establish our image formulas we require the following concept of the Hadamard products (see [41]).

Definition. Let $f(z):=\sum_{n=0}^{\infty} a_{n} z^{n}$ and $g(z):=\sum_{n=0}^{\infty} b_{n} z^{n}$ be two power series whose radii of convergence are given by $R_{f}$ and $R_{g}$, respectively. Then their Hadamard product is the power series defined by

$$
(f * g)(z):=\sum_{n=0}^{\infty} a_{n} b_{n} z^{n}
$$

whose radius of convergence $R$ satisfies $R_{f} \cdot R_{g} \leq R$.
If, in particular, one of the power series defines an entire function and the radius of convergence of the other one is greater than 0 , then the Hadamard product series defines an entire function, too. We can use the Hadamard product to decompose a newly-emerged function into two known functions. For example, the function ${ }_{p} F_{p+r}^{(\alpha, \beta ; \rho, \lambda)}[z ; b]$ can be decomposed as follows:

$$
\left.\begin{array}{rl} 
& { }_{p} F_{p+r}^{(\alpha, \beta ; \rho, \lambda)}\left[\begin{array}{c}
x_{1}, \ldots, x_{p} \\
y_{1}, \ldots, y_{p+r}
\end{array} ; z ; b\right.
\end{array}\right] \quad \begin{aligned}
& 1 \\
& = \\
& { }_{1} F_{r}\left[\begin{array}{c}
1 \\
y_{1}, \ldots, y_{r}
\end{array}\right] *{ }_{p} F_{p}^{(\alpha, \beta ; \rho, \lambda)}\left[\begin{array}{c}
x_{1}, \ldots, x_{p} \\
y_{1+r}, \ldots, y_{p+r}
\end{array} ; z ; b\right] \quad(|z|<\infty) .
\end{aligned}
$$

We establish image formulas for the generalized Gauss hypergeometric function involving Saigo-Meada fractional integral operators (3.2) and (3.3), which
are expressed in terms of the new generalized Gauss hypergeometric type function $F_{p}^{(\alpha, \beta ; \kappa, \mu)}$, given in Theorems 6.1 and 6.2 below.

Theorem 6.1. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ such that $\Re(\eta)>0$ and

$$
\Re(\rho)>\max \left\{0, \Re\left(\sigma+\sigma^{\prime}+\nu-\eta\right), \Re\left(\sigma^{\prime}-\nu^{\prime}\right)\right\}
$$

Then the following fractional integral formula holds:

$$
\begin{align*}
& \quad\left(I_{0, x}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}(a, b ; c ; \gamma t)\right]\right)(x) \\
& =x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \frac{\Gamma(\rho) \Gamma\left(\rho+\nu^{\prime}-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\nu-\sigma^{\prime}\right)}{\Gamma\left(\rho+\nu^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\nu-\sigma^{\prime}\right)} \\
& \left.\quad \times F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array}\right] x\right]  \tag{6.1}\\
& \left.\quad *{ }_{3} F_{3}\left[\begin{array}{c}
\rho, \rho+\nu^{\prime}-\sigma^{\prime}, \rho+\eta-\sigma-\nu-\sigma^{\prime} ; \\
c, \rho+\nu^{\prime}, \rho+\eta-\sigma-\sigma^{\prime}, \rho+\eta-\nu-\sigma^{\prime} ;
\end{array}\right] x\right] .
\end{align*}
$$

Proof. For convenience, we denote the left-hand side of the result (6.1) by $\Delta(x)$. Then, using (2.11) and changing the order of integration and summation, which is valid under the conditions given in Theorem 6.1, we get

$$
\begin{align*}
& \Delta(x):=\left(I_{0, x}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}(a, b ; c ; \gamma t)\right]\right)(x) \\
= & \left(I_{0, x}^{\left(\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta\right)}\left[t^{\rho-1} \sum_{n=0}^{\infty} a_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} \frac{(\gamma t)^{n}}{n!}\right]\right)(x)  \tag{6.2}\\
= & \sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} \cdot \frac{\gamma^{n}}{n!}\left(I_{0, x}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho+n-1}\right]\right)(x) .
\end{align*}
$$

Now, we can make use of (5.1) with $\rho$ replaced by $\rho+n\left(n \in \mathbb{N}_{0}\right)$ to find from (6.2) that

$$
\begin{align*}
\Delta(x)= & x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)}  \tag{6.3}\\
& \times \frac{\Gamma(\rho+n) \Gamma\left(\rho+\nu^{\prime}-\sigma^{\prime}+n\right) \Gamma\left(\rho+\eta-\sigma-\nu-\sigma^{\prime}+n\right)}{\Gamma\left(\rho+\nu^{\prime}+n\right) \Gamma\left(\rho+\eta-\sigma-\sigma^{\prime}+n\right) \Gamma\left(\rho+\eta-\nu-\sigma^{\prime}+n\right)} \frac{(\gamma x)^{n}}{n!} \\
= & x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \frac{\Gamma(\rho) \Gamma\left(\rho+\nu^{\prime}-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\nu-\sigma^{\prime}\right)}{\Gamma\left(\rho+\nu^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\nu-\sigma^{\prime}\right)} \\
& \times \sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} . \\
& \times \frac{(\rho)_{n}\left(\rho+\nu^{\prime}-\sigma^{\prime}\right)_{n}\left(\rho+\eta-\sigma-\nu-\sigma^{\prime}\right)_{n}}{\left(\rho+\nu^{\prime}\right)_{n}\left(\rho+\eta-\sigma-\sigma^{\prime}\right)_{n}\left(\rho+\eta-\nu-\sigma^{\prime}\right)_{n}} \frac{(\gamma x)^{n}}{n!} .
\end{align*}
$$

Finally applying the definition of Hadamard product to the last expression of (6.3) with the aid of (2.11) is easily seen to yield the right hand side of (6.1). This completes the proof of Theorem 6.1.

Theorem 6.2. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ satisfying $\Re(\eta)>0$ and

$$
0<\Re(\rho)<1+\min \left\{\Re(-\nu), \Re\left(\sigma+\sigma^{\prime}-\eta\right), \Re\left(\sigma+\nu^{\prime}-\eta\right)\right\} .
$$

Then the following fractional integral formula holds true:

$$
\begin{aligned}
& \left(I_{x, \infty}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)=x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \\
& \quad \times \frac{\Gamma(1-\rho-\nu) \Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}\right) \Gamma\left(1-\rho-\eta+\sigma+\nu^{\prime}\right)}{\Gamma(1-\rho) \Gamma(1-\rho+\sigma-\nu) \Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime}\right)} \\
& \quad \times F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{r}
a, b ; \frac{\gamma}{x}
\end{array}\right] \\
& \quad *{ }_{3} F_{3}\left[\begin{array}{r}
1-\rho-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}, 1-\rho-\eta+\sigma+\nu^{\prime} ; \gamma \\
1-\rho, 1-\rho+\sigma-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime} ;
\end{array}\right] .
\end{aligned}
$$

Proof. For simplicity, we denote the left-hand side of the result (6.4) by $\Omega(x)$. Then, by making use of (2.11), and changing the order of integration and summation, which is justified under the conditions stated in Theorem 6.2, we get

$$
\begin{align*}
\Omega(x) & =\left(I_{x, \infty}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.5}\\
& =\left(I_{x, \infty}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} \sum_{n=0}^{\infty} a_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} \frac{\left(\frac{\gamma}{t}\right)^{n}}{n!}\right]\right)(x) \\
& =\sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} \cdot \frac{\gamma^{n}}{n!}\left(I_{x, \infty}^{\left(\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta\right)}\left[t^{\rho-n-1}\right]\right)(x) .
\end{align*}
$$

Now, we can make use of (5.2) with $\rho$ replaced by $\rho-n\left(n \in \mathbb{N}_{0}\right)$ to find from (6.5) that

$$
\begin{align*}
\Omega(x)= & x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} \frac{\Gamma(1-\rho-\nu+n)}{\Gamma(1-\rho+n)}  \tag{6.6}\\
& \times \frac{\Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}+n\right) \Gamma\left(1-\rho-\eta+\sigma+\nu^{\prime}+n\right)}{\Gamma(1-\rho+\sigma-\nu+n) \Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime}+n\right)} \cdot \frac{\left(\frac{\gamma}{x}\right)^{n}}{n!} \\
= & x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \frac{\Gamma(1-\rho-\nu) \Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}\right)}{\Gamma(1-\rho) \Gamma(1-\rho+\sigma-\nu)}
\end{align*}
$$

$$
\begin{aligned}
& \times \frac{\Gamma\left(1-\rho-\eta+\sigma+\nu^{\prime}\right)}{\Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime}\right)} \sum_{n=0}^{\infty}(a)_{n} \frac{B_{p}^{(\alpha, \beta ; \kappa, \mu)}(b+n, c-b)}{B(b, c-b)} \\
& \times \frac{(1-\rho-\nu)_{n}\left(1-\rho-\eta+\sigma+\sigma^{\prime}\right)_{n}\left(1-\rho-\eta+\sigma+\nu^{\prime}\right)_{n}}{(1-\rho)_{n}(1-\rho+\sigma-\nu)_{n}\left(1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime}\right)_{n}} \cdot \frac{\left(\frac{\gamma}{x}\right)^{n}}{n!} .
\end{aligned}
$$

Finally interpreting the last member of (6.6) by means of Hadamard product and (2.11) is seen to arrive at the right-hand side of (6.4). This completes the proof of Theorem 6.2.

Corollary 6.3. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ such that $\Re(\eta)>0$ and

$$
\Re(\rho)>\max \left\{0, \Re\left(\sigma+\sigma^{\prime}+\nu-\eta\right), \Re\left(\sigma^{\prime}-\nu^{\prime}\right)\right\} .
$$

Then the following fractional integral formula holds true:

$$
\left.\begin{array}{l}
\left(I_{0, x}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}(a, b ; c ; \gamma t)\right]\right)(x)=x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \\
\times \frac{\Gamma(\rho) \Gamma\left(\rho+\nu^{\prime}-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\nu-\sigma^{\prime}\right)}{\Gamma\left(\rho+\nu^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\nu-\sigma^{\prime}\right)} F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array} \quad \begin{array}{l} 
\\
\Gamma
\end{array}\right]  \tag{6.7}\\
\quad *{ }_{3} F_{3}\left[\begin{array}{c}
\rho, \rho+\nu^{\prime}-\sigma^{\prime}, \rho+\eta-\sigma-\nu-\sigma^{\prime} ; \\
c, \rho+\nu^{\prime}, \rho+\eta-\sigma-\sigma^{\prime}, \rho+\eta-\nu-\sigma^{\prime} ;
\end{array}\right]
\end{array}\right] .
$$

Proof. Setting $\kappa=\mu$ in Theorem 6.1 and using (2.10) yields (6.7).
Corollary 6.4. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ satisfying $\Re(\eta)>0$ and

$$
0<\Re(\rho)<1+\min \left\{\Re(-\nu), \Re\left(\sigma+\sigma^{\prime}-\eta\right), \Re\left(\sigma+\nu^{\prime}-\eta\right)\right\} .
$$

Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{x, \infty^{\sigma}, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.8}\\
= & x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \frac{\Gamma(1-\rho-\nu) \Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}\right)}{\Gamma(1-\rho) \Gamma(1-\rho+\sigma-\nu)} \\
& \times \frac{\Gamma\left(1-\rho-\eta+\sigma+\nu^{\prime}\right)}{\Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime}\right)} F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{r}
a, b ; \gamma \\
c ; \bar{x}
\end{array}\right] \\
& *{ }_{3} F_{3}\left[\begin{array}{r}
1-\rho-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}, 1-\rho-\eta+\sigma+\nu^{\prime} ; \gamma \\
1-\rho, 1-\rho+\sigma-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime} ; \bar{x}
\end{array}\right] .
\end{align*}
$$

Proof. Setting $\kappa=\mu$ in Theorem 6.2 and using (2.10) yields (6.8).
Corollary 6.5. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ such that $\Re(\eta)>0$ and

$$
\Re(\rho)>\max \left\{0, \Re\left(\sigma+\sigma^{\prime}+\nu-\eta\right), \Re\left(\sigma^{\prime}-\nu^{\prime}\right)\right\} .
$$

Then the following fractional integral formula holds true:

$$
\left.\begin{array}{l}
\left(I_{0, x}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}(a, b ; c ; \gamma t)\right]\right)(x)=x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \\
\times \frac{\Gamma(\rho) \Gamma\left(\rho+\nu^{\prime}-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\nu-\sigma^{\prime}\right)}{\Gamma\left(\rho+\nu^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\sigma^{\prime}\right) \Gamma\left(\rho+\eta-\nu-\sigma^{\prime}\right)} F_{p}^{(\alpha, \beta)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array}{ }^{2}\right] \tag{6.9}
\end{array}\right] .
$$

Proof. Setting $\kappa=\mu=1$ in Theorem 6.1 with the aid of (2.9) proves (6.9).
Corollary 6.6. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ satisfying $\Re(\eta)>0$ and

$$
0<\Re(\rho)<1+\min \left\{\Re(-\nu), \Re\left(\sigma+\sigma^{\prime}-\eta\right), \Re\left(\sigma+\nu^{\prime}-\eta\right)\right\} .
$$

Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{x, \infty}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.10}\\
= & x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \frac{\Gamma(1-\rho-\nu) \Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}\right)}{\Gamma(1-\rho) \Gamma(1-\rho+\sigma-\nu)} \\
& \times \frac{\Gamma\left(1-\rho-\eta+\sigma+\nu^{\prime}\right)}{\Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime}\right)} F_{p}^{(\alpha, \beta)}\left[\begin{array}{r}
a, b ; \gamma \\
c ; \bar{x}
\end{array}\right] \\
& *{ }_{3} F_{3}\left[\begin{array}{r}
1-\rho-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}, 1-\rho-\eta+\sigma+\nu^{\prime} ; \gamma \\
1-\rho, 1-\rho+\sigma-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime} ; \bar{x}
\end{array}\right] .
\end{align*}
$$

Proof. Setting $\kappa=\mu=1$ in Theorem 6.2 with the aid of (2.9) proves (6.10).
Corollary 6.7. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ such that $\Re(\eta)>0$ and

$$
\Re(\rho)>\max \left\{0, \Re\left(\sigma+\sigma^{\prime}+\nu-\eta\right), \Re\left(\sigma^{\prime}-\nu^{\prime}\right)\right\}
$$

Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{0, x}^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.11}\\
= & x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \frac{\Gamma(\rho) \Gamma\left(\rho+\nu^{\prime}-\sigma^{\prime}\right)}{\Gamma\left(\rho+\nu^{\prime}\right) \Gamma\left(\rho+\eta-\sigma-\sigma^{\prime}\right)} \\
& \times \frac{\Gamma\left(\rho+\eta-\sigma-\nu-\sigma^{\prime}\right)}{\Gamma\left(\rho+\eta-\nu-\sigma^{\prime}\right)} F_{p}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array}{ }^{\prime} x\right] \\
& *{ }_{3} F_{3}\left[\begin{array}{c}
\rho, \rho+\nu^{\prime}-\sigma^{\prime}, \rho+\eta-\sigma-\nu-\sigma^{\prime} ; \\
c, \rho+\nu^{\prime}, \rho+\eta-\sigma-\sigma^{\prime}, \rho+\eta-\nu-\sigma^{\prime} ;
\end{array} \gamma x\right] .
\end{align*}
$$

Proof. Setting $\kappa=\mu=1$ and $\alpha=\beta$ in Theorem 6.1 and using (2.8) yields (6.11).

Corollary 6.8. Let $x>0, \Re(c)>\Re(b)>0, \Re(p) \geq 0$ and the parameters $\sigma$, $\sigma^{\prime}, \nu, \nu^{\prime}, \eta, \rho, \gamma \in \mathbb{C}$ satisfying $\Re(\eta)>0$ and

$$
0<\Re(\rho)<1+\min \left\{\Re(-\nu), \Re\left(\sigma+\sigma^{\prime}-\eta\right), \Re\left(\sigma+\nu^{\prime}-\eta\right)\right\} .
$$

Then the following fractional integral formula holds true:

$$
\begin{align*}
&\left(I_{\left.x, \infty^{\sigma, \sigma^{\prime}, \nu, \nu^{\prime}, \eta}\left[t^{\rho-1} F_{p}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)}^{=}\right.  \tag{6.12}\\
& x^{\rho+\eta-\sigma-\sigma^{\prime}-1} \frac{\Gamma(1-\rho-\nu) \Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}\right)}{\Gamma(1-\rho) \Gamma(1-\rho+\sigma-\nu)} \\
& \times \frac{\Gamma\left(1-\rho-\eta+\sigma+\nu^{\prime}\right)}{\Gamma\left(1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime}\right)} F_{p}\left[\begin{array}{c}
a, b ; \gamma \\
c ; \bar{x}
\end{array}\right] \\
& *{ }_{3} F_{3}\left[\begin{array}{r}
1-\rho-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}, 1-\rho-\eta+\sigma+\nu^{\prime} ; \gamma \\
1-\rho, 1-\rho+\sigma-\nu, 1-\rho-\eta+\sigma+\sigma^{\prime}+\nu^{\prime} ; \bar{x}
\end{array}\right] .
\end{align*}
$$

Proof. Setting $\kappa=\mu=1$ and $\alpha=\beta$ in Theorem 6.2 and using (2.8) yields (6.12).

We establish certain image formulas for the generalized Gauss hypergeometric functions involving Saigo fractional integral operators (3.9) and (3.10) which are given in Theorems (6.9) and (6.10) below.
Theorem 6.9. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta, \rho$, $\gamma \in \mathbb{C}$ such that $\Re(p) \geq 0, \Re(\sigma)>0$ and $\Re(\rho)>\max \{0, \Re(\nu-\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{0, x}^{\sigma, \nu, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.13}\\
= & x^{\rho-\nu-1} \frac{\Gamma(\rho) \Gamma(\rho-\nu+\eta)}{\Gamma(\rho-\nu) \Gamma(\rho+\eta+\sigma)} \\
& \times F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array} \gamma x\right] *{ }_{2} F_{2}\left[\begin{array}{c}
\rho, \rho+\eta-\nu ; \\
\rho-\nu, \rho+\eta+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Proof. A similar argument as in the proof of Theorem 6.1 with the Saigo fractional integral operators (3.9) and (3.10) will easily establish (6.13). So details of the proof are omitted.

Theorem 6.10. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta, \rho$, $\gamma \in \mathbb{C}$ satisfying $\Re(\sigma)>0, \Re(p) \geq 0$ and $\Re(\rho)<1+\min \{\Re(\nu), \Re(\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left.\left(I_{x, \infty, \nu, \eta}^{\sigma, t^{\rho-1}} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.14}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\nu) \Gamma(1-\rho+\eta)}{\Gamma(1-\rho) \Gamma(1-\rho+\eta+\nu+\sigma)} \\
& \times F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{r}
a, b ; \\
c ;
\end{array}\right) *{ }_{2} F_{2}\left[\begin{array}{c}
1-\rho+\nu, 1-\rho+\eta ; \\
1-\rho, 1-\rho+\eta+\nu+\sigma ; \frac{\gamma}{x}
\end{array}\right] .
\end{align*}
$$

Proof. A similar argument as in the proof of Theorem 6.2 with the Saigo fractional integral operators (3.9) and (3.10) will easily establish (6.13). So details of the proof are omitted.

Some obvious special cases of Theorems 6.9 and 6.10 , which are interesting and (potentially) useful, are given in Corollaries 6.11-6.16.

Corollary 6.11. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta$, $\rho, \gamma \in \mathbb{C}$, and $\Re(p) \geq 0, \Re(\sigma)>0$, and $\Re(\rho)>\max \{0, \Re(\nu-\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{0, x}^{\sigma, \nu, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.15}\\
= & x^{\rho-\nu-1} \frac{\Gamma(\rho) \Gamma(\rho-\nu+\eta)}{\Gamma(\rho-\nu) \Gamma(\rho+\eta+\sigma)} \\
& \times F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array} \quad x\right] *{ }_{2} F_{2}\left[\begin{array}{c}
\rho, \rho+\eta-\nu ; \\
\rho-\nu, \rho+\eta+\sigma ;
\end{array} \quad \gamma x\right] .
\end{align*}
$$

Corollary 6.12. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta$, $\rho, \gamma \in \mathbb{C}, \Re(\sigma)>0, \Re(p) \geq 0$, and $\Re(\rho)<1+\min \{\Re(\nu), \Re(\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{x, \infty}^{\sigma, \nu, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.16}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\nu) \Gamma(1-\rho+\eta)}{\Gamma(1-\rho) \Gamma(1-\rho+\eta+\nu+\sigma)} \\
& \times F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{r}
a, b ; \frac{\gamma}{} \\
c ; \bar{x}
\end{array}\right] *{ }_{2} F_{2}\left[\begin{array}{c}
\left.1-\rho+\nu, 1-\rho+\eta ; \frac{\gamma}{1-\rho, 1-\rho+\eta+\nu+\sigma ; \bar{x}}\right]
\end{array} .\right.
\end{align*}
$$

Corollary 6.13. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta$, $\rho, \gamma \in \mathbb{C}, \Re(p) \geq 0, \Re(\sigma)>0$, and $\Re(\rho)>\max \{0, \Re(\nu-\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{0, x}^{\sigma, \nu, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.17}\\
= & x^{\rho-\nu-1} \frac{\Gamma(\rho) \Gamma(\rho-\nu+\eta)}{\Gamma(\rho-\nu) \Gamma(\rho+\eta+\sigma)} \\
& \times F_{p}^{(\alpha, \beta)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array}{ }^{\prime} x\right] *{ }_{2} F_{2}\left[\begin{array}{r}
\rho, \rho+\eta-\nu ; \\
\rho-\nu, \rho+\eta+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Corollary 6.14. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta$, $\rho, \gamma \in \mathbb{C}, \Re(\sigma)>0, \Re(p) \geq 0$, and $\Re(\rho)<1+\min \{\Re(\nu), \Re(\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{x, \infty, \eta}^{\sigma, \nu, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.18}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\nu) \Gamma(1-\rho+\eta)}{\Gamma(1-\rho) \Gamma(1-\rho+\eta+\nu+\sigma)}
\end{align*}
$$

$$
\times F_{p}^{(\alpha, \beta)}\left[\begin{array}{r}
a, b ; \gamma \\
c ; \bar{x}
\end{array}\right] *{ }_{2} F_{2}\left[\begin{array}{r}
1-\rho+\nu, 1-\rho+\eta ; \gamma \\
1-\rho, 1-\rho+\eta+\nu+\sigma ; \bar{x}
\end{array}\right]
$$

Corollary 6.15. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta$, $\rho, \gamma \in \mathbb{C}, \Re(p) \geq 0, \Re(\sigma)>0$, and, $\Re(\rho)>\max \{0, \Re(\nu-\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{0, x}^{\sigma, \nu, \eta}\left[t^{\rho-1} F_{p}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.19}\\
= & x^{\rho-\nu-1} \frac{\Gamma(\rho) \Gamma(\rho-\nu+\eta)}{\Gamma(\rho-\nu) \Gamma(\rho+\eta+\sigma)} \\
& \times F_{p}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array} \gamma\right] *{ }_{2} F_{2}\left[\begin{array}{c}
\rho, \rho+\eta-\nu ; \\
\rho-\nu, \rho+\eta+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Corollary 6.16. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \nu, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(\sigma)>0, \Re(p) \geq 0, \Re(\rho)<1+\min \{\Re(\nu), \Re(\eta)\}$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(I_{x, \infty}^{\sigma, \nu, \eta}\left[t^{\rho-1} F_{p}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.20}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\nu) \Gamma(1-\rho+\eta)}{\Gamma(1-\rho) \Gamma(1-\rho+\eta+\nu+\sigma)} \\
& \times F_{p}\left[\begin{array}{r}
a, b ; \frac{\gamma}{x} \\
c ; x
\end{array}\right] *{ }_{2} F_{2}\left[\begin{array}{r}
1-\rho+\nu, 1-\rho+\eta ; \gamma \\
1-\rho, 1-\rho+\eta+\nu+\sigma ; \bar{x}
\end{array}\right] .
\end{align*}
$$

Certain image formulas for the generalized Gauss hypergeometric functions involving the Erdélyi-Kober fractional integral operators (3.13) and (3.14) are given in Theorems 6.17 and 6.18 below.

Theorem 6.17. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(p) \geq 0, \Re(\sigma)>0$ and $\Re(\rho)>\Re(-\eta)$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{E}_{0, x}^{\sigma, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.21}\\
= & x^{\rho-1} \frac{\Gamma(\rho+\eta)}{\Gamma(\rho+\eta+\sigma)} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{r}
a, b ; \\
c ;
\end{array} \gamma x\right] *{ }_{1} F_{1}\left[\begin{array}{r}
\rho+\eta ; \\
\rho+\eta+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Proof. Setting $\nu=0$ in Theorem 6.1 with the operators (3.13) and (3.14) will establish (6.21). So its proof details are omitted.

Theorem 6.18. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(\sigma)>0, \Re(p) \geq 0, \Re(\rho)<1+\Re(\eta)$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{K}_{x, \infty}^{\sigma, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.22}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\eta)}{\Gamma(1-\rho+\eta+\sigma)}
\end{align*}
$$

$$
\times F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{r}
a, b ; \\
c ; \frac{\gamma}{x}
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
1-\rho+\eta ; \\
1-\rho+\eta+\sigma ; \frac{\gamma}{x}
\end{array}\right]
$$

Proof. Setting $\nu=0$ in Theorem 6.2 with the operators (3.13) and (3.14) will establish (6.21). So its proof details are omitted.

Some obvious and interesting special cases of Theorems 6.17 and 6.18 are given in the following corollaries.

Corollary 6.19. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(p) \geq 0, \Re(\sigma)>0$ and $\Re(\rho)>\Re(-\eta)$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{E}_{0, x}^{\sigma, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.23}\\
= & x^{\rho-1} \frac{\Gamma(\rho+\eta)}{\Gamma(\rho+\eta+\sigma)} F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{r}
a, b ; \\
c ;
\end{array} \gamma x\right] *{ }_{1} F_{1}\left[\begin{array}{c}
\rho+\eta ; \\
\rho+\eta+\sigma ;
\end{array}, x\right] .
\end{align*}
$$

Corollary 6.20. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(\sigma)>0, \Re(p) \geq 0$, and $\Re(\rho)<1+\Re(\eta)$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{K}_{x, \infty}^{\sigma, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.24}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\eta)}{\Gamma(1-\rho+\eta+\sigma)} \\
& \times F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{rr}
a, b ; & \frac{\gamma}{x}
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{rr}
1-\rho+\eta ; & \frac{\gamma}{x} \\
1-\rho+\eta+\sigma ; & \bar{x}
\end{array}\right] .
\end{align*}
$$

Corollary 6.21. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(p) \geq 0, \Re(\sigma)>0$, and $\Re(\rho)>\Re(-\eta)$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{E}_{0, x}^{\sigma, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.25}\\
= & x^{\rho-1} \frac{\Gamma(\rho+\eta)}{\Gamma(\rho+\eta+\sigma)} F_{p}^{(\alpha, \beta)}\left[\begin{array}{c}
a, b ; \\
c ; \gamma x
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
\rho+\eta ; \\
\rho+\eta+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Corollary 6.22. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(\sigma)>0, \Re(p) \geq 0$, and $\Re(\rho)<1+\Re(\eta)$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{K}_{x, \infty}^{\sigma, \eta}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.26}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\eta)}{\Gamma(1-\rho+\eta+\sigma)} F_{p}^{(\alpha, \beta)}\left[\begin{array}{r}
a, b ; \frac{\gamma}{x} \\
c ;
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
1-\rho+\eta ; \gamma \\
1-\rho+\eta+\sigma ; \frac{\gamma}{x}
\end{array}\right] .
\end{align*}
$$

Corollary 6.23. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(p) \geq 0, \Re(\sigma)>0$, and $\Re(\rho)>\Re(-\eta)$. Then the following fractional
integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{E}_{0, x}^{\sigma, \eta}\left[t^{\rho-1} F_{p}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.27}\\
= & x^{\rho-1} \frac{\Gamma(\rho+\eta)}{\Gamma(\rho+\eta+\sigma)} F_{p}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array} \gamma x\right] *{ }_{1} F_{1}\left[\begin{array}{c}
\rho+\eta ; \\
\rho+\eta+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Corollary 6.24. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $\sigma, \eta, \rho$, $\gamma \in \mathbb{C}, \Re(\sigma)>0, \Re(p) \geq 0$, and $\Re(\rho)<1+\Re(\eta)$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{K}_{x, \infty}^{\sigma, \eta}\left[t^{\rho-1} F_{p}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.28}\\
= & x^{\rho-\nu-1} \frac{\Gamma(1-\rho+\eta)}{\Gamma(1-\rho+\eta+\sigma)} F_{p}\left[\begin{array}{r}
a, b ; \\
c ; \frac{\gamma}{x}
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
1-\rho+\eta ; \\
1-\rho+\eta+\sigma ;
\end{array}\right) .
\end{align*}
$$

Certain image formulas for the generalized Gauss hypergeometric functions involving the Riemann-Liouville and Weyl type fractional integral operators (3.15) and (3.16) are given in Theorems 6.25 and 6.26 below.

Theorem 6.25. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{R}_{0, x}^{\sigma}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.29}\\
= & x^{\rho+\sigma-1} \frac{\Gamma(\rho)}{\Gamma(\rho+\sigma)} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{r}
a, b ; \\
c ;
\end{array} \gamma x\right] *{ }_{1} F_{1}\left[\begin{array}{c}
\rho ; \\
\rho+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Proof. Setting $\nu=-\sigma$ in Theorem 6.1 with operators (3.15) and (3.16) will easily establish (6.29). So the detailed account of proof is omitted.
Theorem 6.26. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{W}_{x, \infty}^{\sigma}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.30}\\
= & x^{\rho+\sigma-1} \frac{\Gamma(1-\rho+\sigma)}{\Gamma(1-\rho)} F_{p}^{(\alpha, \beta ; \kappa, \mu)}\left[\begin{array}{r}
a, b ; \\
c ;
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
1-\rho+\sigma ; \\
1-\rho ;
\end{array}\right] .
\end{align*}
$$

Proof. Setting $\nu=-\sigma$ in Theorem 6.2 with operators (3.15) and (3.16) will easily establish (6.30) So the detailed account of proof is omitted.

Some obvious and interesting special cases of Theorems 6.25 and 6.26 are given in the following corollaries.
Corollary 6.27. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{equation*}
\left(\mathcal{R}_{0, x}^{\sigma}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}(a, b ; c ; \gamma t)\right]\right)(x) \tag{6.31}
\end{equation*}
$$

$$
=x^{\rho+\sigma-1} \frac{\Gamma(\rho)}{\Gamma(\rho+\sigma)} F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array},{ }^{2}\right] *{ }_{1} F_{1}\left[\begin{array}{c}
\rho ; \\
\rho+\sigma ;
\end{array} \gamma x\right] .
$$

Corollary 6.28. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{W}_{x, \infty}^{\sigma}\left[t^{\rho-1} F_{p}^{(\alpha, \beta ; \mu)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.32}\\
= & x^{\rho+\sigma-1} \frac{\Gamma(1-\rho+\sigma)}{\Gamma(1-\rho)} F_{p}^{(\alpha, \beta ; \mu)}\left[\begin{array}{r}
a, b ; \gamma \\
c ; \bar{x}
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
1-\rho+\sigma ; \gamma \\
1-\rho ; \bar{x}
\end{array}\right] .
\end{align*}
$$

Corollary 6.29. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{R}_{0, x}^{\sigma}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.33}\\
= & x^{\rho+\sigma-1} \frac{\Gamma(\rho)}{\Gamma(\rho+\sigma)} F_{p}^{(\alpha, \beta)}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array} \gamma x\right] *{ }_{1} F_{1}\left[\begin{array}{r}
\rho ; \\
\rho+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Corollary 6.30. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{W}_{x, \infty}^{\sigma}\left[t^{\rho-1} F_{p}^{(\alpha, \beta)}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.34}\\
= & x^{\rho+\sigma-1} \frac{\Gamma(1-\rho+\sigma)}{\Gamma(1-\rho)} F_{p}^{(\alpha, \beta)}\left[\begin{array}{r}
a, b ; \\
c ; \frac{\gamma}{x}
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
1-\rho+\sigma ; \gamma \\
1-\rho ; \frac{\gamma}{x}
\end{array}\right] .
\end{align*}
$$

Corollary 6.31. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{R}_{0, x}^{\sigma}\left[t^{\rho-1} F_{p}(a, b ; c ; \gamma t)\right]\right)(x)  \tag{6.35}\\
= & x^{\rho+\sigma-1} \frac{\Gamma(\rho)}{\Gamma(\rho+\sigma)} F_{p}\left[\begin{array}{c}
a, b ; \\
c ;
\end{array} \gamma x\right] *{ }_{1} F_{1}\left[\begin{array}{r}
\rho ; \\
\rho+\sigma ;
\end{array} \gamma x\right] .
\end{align*}
$$

Corollary 6.32. Let $x>0, \Re(c)>\Re(b)>0$ and the parameters $p, \sigma, \rho$, $\gamma \in \mathbb{C}$ with $\Re(p) \geq 0$ and $\min \{\Re(\sigma), \Re(\rho)\}>0$. Then the following fractional integral formula holds true:

$$
\begin{align*}
& \left(\mathcal{W}_{x, \infty}^{\sigma}\left[t^{\rho-1} F_{p}\left(a, b ; c ;\left(\frac{\gamma}{t}\right)\right)\right]\right)(x)  \tag{6.36}\\
= & x^{\rho+\sigma-1} \frac{\Gamma(1-\rho+\sigma)}{\Gamma(1-\rho)} F_{p}\left[\begin{array}{r}
a, b ; \gamma \\
c ; \frac{\gamma}{x}
\end{array}\right] *{ }_{1} F_{1}\left[\begin{array}{r}
1-\rho+\sigma ; \\
1-\rho ;
\end{array}\right] .
\end{align*}
$$

The Marichev-Saigo-Maeda fractional integrations (3.2) of the product of $t^{\rho-1}$ and generalized incomplete hypergeometric functions (2.15) and (2.16), respectively, are given in the following theorem (see [54]).

Theorem 6.33. Let $\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma, \rho \in \mathbb{C}, x>0$ such that $\min \{\Re(\gamma), \Re(\rho)\}>$ 0 and

$$
\Re(\rho)>\max \left[0, \Re\left(\alpha+\alpha^{\prime}+\beta-\gamma\right), \Re\left(\alpha^{\prime}-\beta^{\prime}\right)\right]
$$

Then the following formulas hold true:
(6.37)

$$
\begin{aligned}
& \left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left[t^{\rho-1}{ }_{p} \gamma_{q}(a t)\right]\right)(x) \\
= & x^{\rho+\gamma-\alpha-\alpha^{\prime}-1} \frac{\Gamma(\rho) \Gamma\left(\rho+\beta^{\prime}-\alpha^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha-\beta-\alpha^{\prime}\right)}{\Gamma\left(\rho+\beta^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha-\alpha^{\prime}\right) \Gamma\left(\rho+\gamma-\beta-\alpha^{\prime}\right)} \\
& \times{ }_{p+3} \gamma_{q+3}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho),\left(\rho+\beta^{\prime}-\alpha^{\prime}\right),\left(\rho+\gamma-\alpha-\beta-\alpha^{\prime}\right) ; \\
b_{1}, \ldots, b_{q},\left(\rho+\beta^{\prime}\right),\left(\rho+\gamma-\alpha-\alpha^{\prime}\right),\left(\rho+\gamma-\beta-\alpha^{\prime}\right) ;
\end{array}\right]
\end{aligned}
$$

and
(6.38)

$$
\begin{aligned}
& \left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left[t^{\rho-1}{ }_{p} \Gamma_{q}(a t)\right]\right)(x) \\
= & x^{\rho+\gamma-\alpha-\alpha^{\prime}-1} \frac{\Gamma(\rho) \Gamma\left(\rho+\beta^{\prime}-\alpha^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha-\beta-\alpha^{\prime}\right)}{\Gamma\left(\rho+\beta^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha-\alpha^{\prime}\right) \Gamma\left(\rho+\gamma-\beta-\alpha^{\prime}\right)} \\
& \times_{p+3} \Gamma_{q+3}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho),\left(\rho+\beta^{\prime}-\alpha^{\prime}\right),\left(\rho+\gamma-\alpha-\beta-\alpha^{\prime}\right) ; \\
b_{1}, \ldots, b_{q},\left(\rho+\beta^{\prime}\right),\left(\rho+\gamma-\alpha-\alpha^{\prime}\right),\left(\rho+\gamma-\beta-\alpha^{\prime}\right) ;
\end{array}\right] .
\end{aligned}
$$

Proof. Let the left-hand side of (6.37) be denoted by $\mathcal{I}$. Applying (2.15) with (3.2) and changing the order of integration and summation, we find

$$
\begin{align*}
\mathcal{I} & =\left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left[t^{\rho-1} \sum_{n=0}^{\infty} \frac{\left[a_{1} ; x\right]_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \cdot \frac{(a t)^{n}}{n!}\right]\right)(x)  \tag{6.39}\\
& =\sum_{n=0}^{\infty} \frac{\left(a_{1} ; x\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \cdot \frac{(a)^{n}}{n!}\left(I_{0, x}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left\{t^{\rho+n-1}\right\}\right)(x)
\end{align*}
$$

Using the stated conditions here, for any $k \in \mathbb{N}_{0}$, and $\Re(\rho+n) \geq \Re(\rho)>$ $\max \left\{0, \Re\left(\alpha+\alpha^{\prime}+\beta-\gamma\right), \Re\left(\alpha^{\prime}-\beta^{\prime}\right)\right\}$, and applying (5.1) with $\rho$ replaced by $\rho+n$, we obtain

$$
\begin{aligned}
\mathcal{I}= & x^{\rho+\gamma-\alpha-\alpha^{\prime}-1} \sum_{n=0}^{\infty} \frac{\left(a_{1} ; x\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \\
& \times \frac{\Gamma(\rho+n) \Gamma\left(\rho+\beta^{\prime}-\alpha^{\prime}+n\right) \Gamma\left(\rho+\gamma-\alpha-\beta-\alpha^{\prime}+n\right)}{\Gamma\left(\rho+\beta^{\prime}+n\right) \Gamma\left(\rho+\gamma-\alpha-\alpha^{\prime}+n\right) \Gamma\left(\rho+\gamma-\beta-\alpha^{\prime}+n\right)} \frac{(a x)^{n}}{n!} \\
= & x^{\rho+\gamma-\alpha-\alpha^{\prime}-1} \frac{\Gamma(\rho) \Gamma\left(\rho+\beta^{\prime}-\alpha^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha-\beta-\alpha^{\prime}\right)}{\Gamma\left(\rho+\beta^{\prime}\right) \Gamma\left(\rho+\gamma-\alpha-\alpha^{\prime}\right) \Gamma\left(\rho+\gamma-\beta-\alpha^{\prime}\right)} \\
& \times \sum_{n=0}^{\infty} \frac{\left(a_{1} ; x\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{p}\right)_{n}}{\left(b_{1}\right)_{n} \cdots\left(b_{q}\right)_{n}} \frac{(\rho)_{n}\left(\rho+\beta^{\prime}-\alpha^{\prime}\right)_{n}\left(\rho+\gamma-\alpha-\beta-\alpha^{\prime}\right)_{n}}{\left(\rho+\beta^{\prime}\right)_{n}\left(\rho+\gamma-\alpha-\alpha^{\prime}\right)_{n}\left(\rho+\gamma-\beta-\alpha^{\prime}\right)_{n}} \frac{(a x)^{n}}{n!} .
\end{aligned}
$$

This, in view of (2.15), proves (6.37).
Similarly (6.38) can be proved.
Taking $\alpha^{\prime}=0$ in Theorem 6.33, we get the Saigo hypergeometric fractional image formulas of the generalized incomplete hypergeometric type functions ${ }_{p} \Gamma_{q}[z]$ and ${ }_{p} \gamma_{q}[z]$ as in the following corollary.

Corollary 6.34. Under the modified conditions, the following formulas hold true:

$$
\begin{align*}
\left(I_{0, x}^{\gamma, \alpha-\gamma,-\beta}\right. & {\left.\left[t^{\rho-1}{ }_{p} \gamma_{q}(a t)\right]\right)(x)=x^{\rho+\gamma-\alpha-1} \frac{\Gamma(\rho) \Gamma(\rho+\gamma-\alpha-\beta)}{\Gamma(\rho+\gamma-\alpha) \Gamma(\rho+\gamma-\beta)} } \\
& \times_{p+2} \gamma_{q+2}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho),(\rho+\gamma-\alpha-\beta) ; \\
b_{1}, \ldots, b_{q},(\rho+\gamma-\alpha),(\rho+\gamma-\beta) ;
\end{array}\right] \tag{6.40}
\end{align*}
$$

and

$$
\begin{gather*}
\left(I_{0, x}^{\gamma, \alpha-\gamma,-\beta}\left[t^{\rho-1}{ }_{p} \Gamma_{q}(a t)\right]\right)(x)=x^{\rho+\gamma-\alpha-1} \frac{\Gamma(\rho) \Gamma(\rho+\gamma-\alpha-\beta)}{\Gamma(\rho+\gamma-\alpha) \Gamma(\rho+\gamma-\beta)} \\
\quad \times_{p+2} \Gamma_{q+2}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho),(\rho+\gamma-\alpha-\beta) ; \\
b_{1}, \ldots, b_{q},(\rho+\gamma-\alpha),(\rho+\gamma-\beta) ;
\end{array}\right] . \tag{6.41}
\end{gather*}
$$

Setting $\alpha^{\prime}=0$ and $\alpha=0$ in Theorem 6.33, we get the Riemann-Liouville fractional image formulas of the generalized incomplete hypergeometric type functions ${ }_{p} \Gamma_{q}[z]$ and ${ }_{p} \gamma_{q}[z]$ as in the following corollary.

Corollary 6.35. Under the modified conditions, the following formulas hold true:

$$
\begin{align*}
& \left(\mathcal{R}_{0, x}^{\gamma}\left[t^{\rho-1}{ }_{p} \gamma_{q}(a t)\right]\right)(x)  \tag{6.42}\\
= & x^{\rho+\gamma-1} \frac{\Gamma(\rho)}{\Gamma(\rho+\gamma)} \times{ }_{p+1} \gamma_{q+1}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho) ; \\
b_{1}, \ldots, b_{q},(\rho+\gamma) ;
\end{array}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left(\mathcal{R}_{0, x}^{\gamma}\left[t^{\rho-1}{ }_{p} \Gamma_{q}(a t)\right]\right)(x)  \tag{6.43}\\
= & x^{\rho+\gamma-1} \frac{\Gamma(\rho)}{\Gamma(\rho+\gamma)} \times{ }_{p+1} \Gamma_{q+1}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho) ; \\
b_{1}, \ldots, b_{q},(\rho+\gamma) ;
\end{array}{ }^{a x}\right] .
\end{align*}
$$

We present formulas for the right-hand sided Marichev-Saigo-Maeda fractional integration (3.3) of the generalized incomplete hypergeometric functions ${ }_{p} \Gamma_{q}[z]$ and ${ }_{p} \gamma_{q}[z]$ asserted by the following theorem.
Theorem 6.36. Let $x>0$ and $\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma, \rho, a \in \mathbb{C}$ such that

$$
\begin{aligned}
& \min \{\Re(\gamma), \Re(\rho)\}>0 \text { and } \\
& \Re(\rho)<1+\min \left\{\Re(-\beta), \Re\left(\alpha+\alpha^{\prime}-\gamma\right), \Re\left(\alpha+\beta^{\prime}-\gamma\right)\right\} .
\end{aligned}
$$

Then the following formulas hold true:

$$
\left.\begin{array}{l}
\left(I_{x, \infty}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left[t^{\rho-1}{ }_{p} \gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)=x^{\rho+\gamma-\alpha-\alpha^{\prime}-1}  \tag{6.44}\\
\times \frac{\Gamma(1-\rho-\beta) \Gamma\left(1-\rho-\gamma+\alpha+\alpha^{\prime}\right) \Gamma\left(1-\rho-\gamma+\alpha+\beta^{\prime}\right)}{\Gamma(1-\rho) \Gamma\left(1-\rho-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}\right) \Gamma(1-\rho+\alpha-\beta)} \\
\left.\times{ }_{p+3} \gamma_{q+3}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p}, \\
b_{1}, \ldots, b_{q}, \\
\quad(1-\rho-\beta),\left(1-\rho-\gamma+\alpha+\alpha^{\prime}\right),\left(1-\rho-\gamma+\alpha+\beta^{\prime}\right) ;
\end{array}\right] \frac{a}{x}\right] \\
\quad(1-\rho),\left(1-\rho-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}\right),(1-\rho+\alpha-\beta) ;
\end{array}\right]
$$

and

$$
\begin{align*}
& \left(I_{x, \infty}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma}\left[t^{\rho-1}{ }_{p} \Gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)=x^{\rho+\gamma-\alpha-\alpha^{\prime}-1}  \tag{6.45}\\
& \times \frac{\Gamma(1-\rho-\beta) \Gamma\left(1-\rho-\gamma+\alpha+\alpha^{\prime}\right) \Gamma\left(1-\rho-\gamma+\alpha+\beta^{\prime}\right)}{\Gamma(1-\rho) \Gamma\left(1-\rho-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}\right) \Gamma(1-\rho+\alpha-\beta)} \\
& \times{ }_{p+3} \Gamma_{q+3}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(1-\rho-\beta), \\
b_{1}, \ldots, b_{q},(1-\rho), \\
\quad\left(1-\rho-\gamma+\alpha+\alpha^{\prime}\right),\left(1-\rho-\gamma+\alpha+\beta^{\prime}\right) ; a \\
\quad\left(1-\rho-\gamma+\alpha+\alpha^{\prime}+\beta^{\prime}\right),(1-\rho+\alpha-\beta) ; \bar{x}
\end{array}\right] .
\end{align*}
$$

Proof. A similar argument as in the proof of Theorem 6.33, here applying (2.15) and using (3.3), will establish the results in Theorem 6.36. So the detailed account of its proof is omitted.

Setting $\alpha^{\prime}=0$ in Theorem 6.36, we get the right-sided Saigo hypergeometric fractional image formulas of the generalized incomplete hypergeometric type functions ${ }_{p} \Gamma_{q}[z]$ and ${ }_{p} \gamma_{q}[z]$ as in the following corollary.

Corollary 6.37. Under the modified conditions, the following formulas hold true:

$$
\begin{align*}
& \left(I_{x, \infty}^{\gamma, \alpha-\gamma,-\beta}\left[t^{\rho-1}{ }_{p} \gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)  \tag{6.46}\\
= & x^{\rho+\gamma-\alpha-1} \frac{\Gamma(1-\rho-\beta) \Gamma(1-\rho-\gamma+\alpha)}{\Gamma(1-\rho) \Gamma(1-\rho+\alpha-\beta)} \\
& \times_{p+2} \gamma_{q+2}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(1-\rho-\beta),(1-\rho-\gamma+\alpha) ; \\
b_{1}, \ldots, b_{q},(1-\rho),(1-\rho+\alpha-\beta) ;
\end{array}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left(I_{x, \infty}^{\gamma, \alpha-\gamma,-\beta}\left[t^{\rho-1}{ }_{p} \Gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)  \tag{6.47}\\
= & x^{\rho+\gamma-\alpha-1} \frac{\Gamma(1-\rho-\beta) \Gamma(1-\rho-\gamma+\alpha)}{\Gamma(1-\rho) \Gamma(1-\rho+\alpha-\beta)}
\end{align*}
$$

$$
\times_{p+2} \Gamma_{q+2}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(1-\rho-\beta),(1-\rho-\gamma+\alpha) ; \\
b_{1}, \ldots, b_{q},(1-\rho),(1-\rho+\alpha-\beta) ;
\end{array} \frac{a}{x}\right] .
$$

Setting $\alpha^{\prime}=0$ and $\alpha=0$ in Theorem 6.36, we obtain the Riemann-Liouville fractional image formulas of the generalized incomplete hypergeometric type functions ${ }_{p} \Gamma_{q}[z]$ and ${ }_{p} \gamma_{q}[z]$ as in the following corollary.

Corollary 6.38. Under the modified conditions, the following formulas hold true:

$$
\begin{align*}
& \left(\mathcal{R}_{x, \infty}^{\gamma}\left[t^{\rho-1}{ }_{p} \gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)  \tag{6.48}\\
= & x^{\rho+\gamma-1} \frac{\Gamma(1-\rho-\gamma)}{\Gamma(1-\rho)} \times{ }_{p+1} \gamma_{q+1}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(1-\rho-\gamma) ; \\
b_{1}, \ldots, b_{q},(1-\rho) ;
\end{array} \frac{a}{x}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left(\mathcal{R}_{x, \infty}^{\gamma}\left[t^{\rho-1}{ }_{p} \Gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)  \tag{6.49}\\
= & x^{\rho+\gamma-1} \frac{\Gamma(1-\rho-\gamma)}{\Gamma(1-\rho)} \times_{p+1} \Gamma_{q+1}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(1-\rho-\gamma) ; a \\
b_{1}, \ldots, b_{q},(1-\rho) ;
\end{array}\right] .
\end{align*}
$$

A similar argument as above will establish the following formulas in Corollaries 6.39 and 6.40 whose proofs are left to the interested readers.

Corollary 6.39. Let $x>0, \alpha, \gamma, \rho \in \mathbb{C}$ with $\min \{\Re(\gamma), \Re(\rho)\}>0$. Then the following formulas hold true:

$$
\begin{align*}
& \left(\mathcal{E}_{0, x}^{\alpha, \gamma}\left[t^{\rho-1}{ }_{p} \gamma_{q}(a t)\right]\right)(x)  \tag{6.50}\\
= & x^{\rho-1} \frac{\Gamma(\rho+\gamma)}{\Gamma(\rho+\gamma+\alpha)} \times p+1 \gamma_{q+1}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho+\gamma) ; \\
b_{1}, \ldots, b_{q},(\rho+\gamma+\alpha) ;
\end{array}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left(\mathcal{E}_{0, x}^{\alpha, \gamma}\left[t^{\rho-1}{ }_{p} \Gamma_{q}(a t)\right]\right)(x)  \tag{6.51}\\
= & x^{\rho-1} \frac{\Gamma(\rho+\gamma)}{\Gamma(\rho+\gamma+\alpha)} \times{ }_{p+1} \Gamma_{q+1}\left[\begin{array}{c}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(\rho+\gamma) ; \\
b_{1}, \ldots, b_{q},(\rho+\gamma+\alpha) ;
\end{array}\right] .
\end{align*}
$$

Corollary 6.40. Let $x>0, \alpha, \gamma, \rho, a \in \mathbb{C}$ with $\min \{\Re(\gamma), \Re(\rho)\}>0$. Then the following formulas hold true:

$$
\begin{align*}
& \left(\mathcal{K}_{x, \infty}^{\alpha, \gamma}\left[t^{\rho-1}{ }_{p} \gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)  \tag{6.52}\\
= & x^{\rho-1} \frac{\Gamma(1-\rho+\gamma)}{\Gamma(1-\rho+\gamma+\alpha)} \times{ }_{p+1} \gamma_{q+1}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(1-\rho+\gamma) ; \\
b_{1}, \ldots, b_{q},(1-\rho+\gamma+\alpha) ; \frac{a}{x}
\end{array}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left(\mathcal{K}_{x, \infty}^{\alpha, \gamma}\left[t^{\rho-1}{ }_{p} \Gamma_{q}\left(\frac{a}{t}\right)\right]\right)(x)  \tag{6.53}\\
= & x^{\rho-1} \frac{\Gamma(1-\rho+\gamma)}{\Gamma(1-\rho+\gamma+\alpha)} \times{ }_{p+1} \Gamma_{q+1}\left[\begin{array}{r}
\left(a_{1}, x\right), a_{2}, \ldots, a_{p},(1-\rho+\gamma) ; \\
b_{1}, \ldots, b_{q},(1-\rho+\gamma+\alpha) ;
\end{array}\right] .
\end{align*}
$$

Acknowledgments. Deep thanks should be given to the reviewer's helpful and detailed comments. This work was supported by Dongguk University Research Fund of 2015.

## References

[1] L. C. Andrews, Special Functions for Engineers and Applied Mathematicians, Macmillan Company, New York, 1985.
[2] P. Agarwal, Further results on fractional calculus of Saigo operators, Appl. Appl. Math. 7 (2012), no. 2, 585-594.
[3] , Generalized fractional integration of the $\bar{H}$-function, Matematiche (Catania) 67 (2012), no. 2, 107-118.
[4] , Fractional integration of the product of two multivariables H-function and a general class of polynomials, in: Advances in Applied Mathematics 161 and Approximate Theory, 41, 359-374, Springer Proceedings in Mathematics and Statistics 162, 2013.
[5] P. Agarwal, J. Choi, and R. B. Paris, Extended Riemann-Liouville fractional derivative operator and its applications, J. Nonlinear Sci. Appl. 8 (2015), no. 5, 451-466.
[6] P. Agarwal and S. Jain, Further results on fractional calculus of Srivastava polynomials, Bull. Math. Anal. Appl. 3 (2011), no. 2, 167-174.
[7] P. Agarwal, S. Jain, M. Chand, S. K. Dwivedi, and S. Kumar, Bessel functions associated with Saigo-Maeda fractional derivateive operators, J. Fract. Calc. Appl. 5 (2014), no. 2, 9606.
[8] F. AI-Musallam and S. L. Kalla, Asymptotic expansions for generalized gamma and incomplete gamma functions, Appl. Anal. 66 (1997), no. 1-2, 173-187.
[9] , Further results on a generalized gamma function occurring in diffraction theory, Integral Transforms Spec. Funct. 7 (1998), no. 3-4, 175-190.
[10] P. Appell and J. Kampé de Fériet, Fonctions Hypergéométriques et Hypersphériques; Polynômes d'Hermite, Gauthier-Villars, Paris, 1926.
[11] M. Caputo, Elasticitae dissipazione Zanichelli, Bologna, 1969.
[12] M. A. Chaudhry, A. Qadir, M. Rafique, and S. M. Zubair, Extension of Euler's beta function, J. Comput. Appl. Math. 78 (1997), no. 1, 19-32.
[13] M. A. Chaudhry, A. Qadir, H. M. Srivastava, and R. B. Paris, Extended hypergeometric and confluent hypergeometric functions, Appl. Math. Comput. 159 (2004), no. 2, 589602.
[14] M. A. Chaudhry and S. M. Zubair, On a Class of Incomplete Gamma Functions with Applications, Chapman and Hall, (CRC Press), Boca Raton, London, New York, and Washington, D.C., 2001.
[15] J. Choi and P. Agarwal, Certain class of generating functions for the incomplete hypergeometric functions, Abstr. Appl. Anal. 2014 (2014), Article ID 714560, 5 papes.
[16] _, A note on fractional integral operator associated with multiindex Mittag-Leffler functions, FILOMAT (2015), accepted for publication.
[17] J. Choi and D. Kumar, Certain unified fractional integrals and derivatives for a product of Aleph function and a general class of multivariable polynomials, J. Inequal. Appl. 2014 (2014), Article ID: 499, 15 papes.
[18] R. Hilfer (ed.), Applications of Fractional Calculus in Physics, World Scientific Publishing Co., Singapore, New York, 2000.
[19] S. L. Kalla and R. K. Saxena, Integral operators involving hypergeometric functions, Math. Z. 108 (1969), 231-234.
[20] A. A. Kilbas and M. Saigo, Fractional calculus of the $H$-function, Fukuoka Univ. Sci. Rep. 28 (1998), no. 2, 41-51.
[21] A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, Theory and Applications of Fractional Differential Equations, North-Holland Mathematics Studies 204, Elsevier, Amsterdam, 2006.
[22] V. S. Kiryakova, Generalized Fractional Calculus and Applications, Pitman Res Notes Math. 301, Longman Scientific \& Technical; Harlow, Co-published with John Wiley, New York, 1994.
[23] , All the special functions are fractional differintegrals of elementary functions, J. Phys. A 30 (1997), no. 14, 5083-5103
[24] , Multiple (multi-index) Mittag-Leffler functions and relations to generalized fractional calculus, J. Comput. Appl. Math. 118 (2000), no. 1-2, 241-259.
[25] , On two Saigo's fractional integral operators in the class of univalent functions, Fract. Calc. Appl. Anal. 9 (2006), no. 2, 159-176.
[26] H. Kober, On fractional integrals and derivatives, Quart. J. Math. Oxford Ser. 11 (1940), 193-212.
[27] Y. L. Luke, Mathematical Functions and Their Approximations, Academic Press, New York, San Francisco, and London, 1975.
[28] M.-J. Luo, G. V. Milovanovic, and P. Agarwal, Some results on the extended beta and extended hypergeometric functions, Appl. Math. Comput. 248 (2014), 631-651.
[29] O. I. Marichev, Volterra equation of Mellin convolution type with a Horn function in the kernel, Izv. AN BSSR Ser. Fiz.-Mat. Nauk 1 (1974), 128-129.
[30] A. M. Mathai, R. K. Saxena, and H. J. Haubold, The H-Function: Theory and Applications, Springer, New York, 2010.
[31] A. C. McBride and G. F. Roach (Editors), Fractional Calculus, (University of Strathclyde, Glasgow, Scotland, August 5-11, 1984) Research Notes in Mathematics 138, Pitman Publishing Limited, London, 1985.
[32] K. S. Miller and B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, Wiley and Sons, New York, 1993.
[33] K. Nishimoto, Fractional calculus, 1 (1984), 2 (1987), 3 (1989), 4 (1991), 5 (1996), Descartes Press, Koriyama, Japan.
[34] , An Essence of Nishimoto's Fractional Calculus, (Calculus of the 21st Century): Integration and Differentiation of Arbitrary Order, Descartes Press, Koriyama, 1991.
[35] K. Nishimoto (Editor), Fractional Calculus and Its Applications, (May 29-June 1, 1989), Nihon University (College of Engineering), Koriyama, 1990.
[36] K. B. Oldham and J. Spanier, The Fractional Calculus: Theory and Applications of Differentiation and Integration of Arbitrary Order, Academic Press, New York, 1974.
[37] E. Özergin, Some Properties of Hypergeometric Functions, Ph. D. Thesis, Eastern Mediterranean University, North Cyprus, Turkey, 2011.
[38] E. Özergin, M. A. Özarslan, and A. Altın, Extension of gamma, beta and hypergeometric functions, J. Comput. Appl. Math. 235 (2011), no. 16, 4601-4610.
[39] R. K. Parmar, A new generalization of Gamma, Beta, hypergeometric and confluent hypergeometric functions, Matematiche (Catania) 69 (2013), no. 2, 33-52.
[40] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
[41] T. Pohlen, The Hadamard product and universal power series (Dissertation), Universität Trier, 2009.
[42] E. D. Rainville, Special Functions, Macmillan Company, New York, 1960; Reprinted by Chelsea Publishing Company, Bronx, New York, 1971.
[43] B. Ross (Editor), Fractional Calculus and Its Applications, (West Haven, Connecticut; June 15-16, 1974), Lecture Notes in Mathematics 457, 1975.
[44] M. Saigo, A remark on integral operators involving the Gauss hypergeometric functions, Math. Rep. Kyushu Univ. 11 (1977/78), no. 2, 135-143.
[45] $\qquad$ , On generalized fractional calculus operators, In: Recent Advances in Applied Mathematics (Proc. Internat. Workshop held at Kuwait Univ.), Kuwait Univ., Kuwait, (1996), 441-450.
[46] M. Saigo and A. A. Kilbas, Generalized fractional calculus of the $H$ function, Fukuoka Univ. Sci. Rep. 29 (1999), no. 1, 31-45.
[47] M. Saigo and N. Maeda, More generalization of fractional calculus, In: Transform methods \& special functions, Varna '96, 386-400, Bulgarian Acad. Sci., Sofia, 1998.
[48] S. G. Samko, A. A. Kilbas, and O. I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Gordon and Breach Science Publishers, Yverdon et alibi, 1993.
[49] R. K. Saxena and M. Saigo, Generalized fractional calculus of the $H$-function associated with the Appell function, J. Frac. Calc. 19 (2001), 89-104.
[50] R. Srivastava, Some properties of a family of incomplete hypergeometric functions, Russ. J. Math. Phys. 20 (2013), no. 1, 121-128.
[51] _, Some generalizations of Pochhammer's symbol and their associated families of hypergeometric functions and hypergeometric polynomials, Appl. Math. Inf. Sci. 7 (2013), no. 6, 2195-2206.
[52] R. Srivastava and N. E. Cho, Generating functions for a certain class of incomplete hypergeometric polynomials, Appl. Math. Comput. 219 (2012), no. 6, 3219-3225.
[53] , Some extended Pochhammer symbols and their applications involving generalized hypergeometric polynomials, Appl. Math. Comput. 234 (2014), 277-285.
[54] H. M. Srivastava and P. Agarwal, Certain fractional integral operators and the generalized incomplete hypergeometric functions, Appl. Appl. Math. 8 (2013), no. 2, 333-345.
[55] H. M. Srivastava, A. Çetinkaya, and İ. O. Kıymaz, A certain generalized Pochhammer symbol and its applications to hypergeometric functions, Appl. Math. Comput. 226 (2014), 484-491.
[56] H. M. Srivastava, M. A. Chaudhry, and R. P. Agarwal, The incomplete Pochhammer symbols and their applications to hypergeometric and related functions, Integral Transforms Spec. Funct. 23 (2012), no. 9, 659-683.
[57] H. M. Srivastava and J. Choi, Zeta and q-Zeta Functions and Associated Series and Integrals, Elsevier Science Publishers, Amsterdam, London and New York, 2012.
[58] H. M. Srivastava and P. W. Karlsson, Multiple Gaussian Hypergeometric Series, Halsted Press (Ellis Horwood Limited, Chichester), John Wiley and Sons, New York, Chichester, Brisbane and Toronto, 1985.
[59] H. M. Srivastava and R. K. Saxena, Operators of fractional integration and their applications, Appl. Math. Comput. 118 (2001), no. 1, 1-52.
[60] N. M. Temme, Special Functions: An Introduction to Classical Functions of Mathematical Physics, John Wiley and Sons, New York, Chichester, Brisbane and Toronto, 1996.
[61] F. G. Tricomi, Sulla funzione gamma incompleta, Ann. Mat. Pura Appl. (4) 31 (1950), 263-279.
[62] E. T. Whittaker and G. N. Watson, A Course of Modern Analysis, An introduction to the general theory of infinite processes and of analytic functions; with an account of the principal transcendental functions.Reprint of the fourth (1927) edition.Cambridge Mathematical Library. Cambridge University Press, Cambridge, 1996.

Praveen Agarwal
Department of Mathematics
Anand International College of Engineering
Jaipur-303012, India
E-mail address: goyal.praveen2011@gmail.com
Junesang Choi
Department of Mathematics
Dongguk University
Gyeongju 38066, Republic of Korea
E-mail address: junesang@mail.dongguk.ac.kr


[^0]:    Received August 3, 2015; Revised October 29, 2015.
    2010 Mathematics Subject Classification. Primary 26A33, 33E20, 33C45; Secondary 33C60, 33C70.

    Key words and phrases. generalized fractional calculus operators, generalized beta functions of various kinds, generalized hypergeometric functions of various kinds, Hadamard product, incomplete gamma functions, generalized incomplete hypergeometric functions, Appell's hypergeometric function $F_{3}$ in two variables.

