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#### Abstract

In this paper, we study the modified S-iteration process for asymptotic pointwise nonexpansive mappings in a uniformly convex hyperbolic metric space. We then prove the convergence of the sequence generated by the modified S-iteration process.


## 1. Introduction

Let $C$ be a nonempty subset of a metric space $(X, d)$. We say that $x \in C$ is a fixed point of $T$ if

$$
T x=x .
$$

The fixed point set of $T$ is denoted by $\operatorname{Fix}(T)$. A mapping $T: C \rightarrow C$ is said to be asymptotic pointwise nonexpantive if for any $x, y \in C$, there exists a sequence of non-negative number $\left\{k_{n}(x)\right\}$ such that, for all $x, y \in C$,

$$
d\left(T^{n}(x), T^{n}(y)\right) \leq k_{n}(x) d(x, y)
$$

and $\lim _{n \rightarrow \infty} k_{n}(x)=1$.
Example 1.1 ([2]). Let $B$ denote the unit ball in the Hilbert space $l^{2}$ and let $T$ be defined as follows

$$
T:\left(x_{1}, x_{2}, x_{3}, \ldots\right) \rightarrow\left(0, x_{1}^{2}, A_{2} x_{2}, A_{3} x_{3}, \ldots\right)
$$

where $A_{i}$ is a sequence of number such that $0<A_{i}<1$ and $\prod_{i=2}^{\infty} A_{i}=\frac{1}{2}$. Then $T$ is asymptotically nonexpansive, but not nonexpansive.

In 2013, Idn Dehaish et al. [3] studied the following modified Mann iteration process defined by: $x_{1} \in C$ and

$$
\begin{equation*}
x_{n+1}=t_{n} T^{n}\left(x_{n}\right) \oplus\left(1-t_{n}\right) x_{n}, \quad n \in \mathbb{N} \tag{1}
\end{equation*}
$$
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where $\left\{t_{n}\right\} \subset(0,1)$. This iteration process was introduced by Schu [7]. They proved that the modified Mann iteration process defined by (1) converges in a weaker sense to a fixed point of $T$ in a complete uniformly convex metric space.

Agrawal et al. [1] introduced the S-iteration process defined by: $x_{1} \in C$ and

$$
\begin{aligned}
x_{n+1} & =\alpha_{n} T^{n} y_{n}+\left(1-\alpha_{n}\right) T^{n} x_{n} \\
y_{n} & =\beta_{n} T^{n} x_{n}+\left(1-\beta_{n}\right) x_{n}, \quad n \in \mathbb{N},
\end{aligned}
$$

where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are sequences in $(0,1)$.
In this paper, motivated by [1] and [3], we consider the modified S-iteration process defined by: $x_{1} \in C$ and

$$
\begin{aligned}
x_{n+1} & =\alpha_{n} T^{n} y_{n} \oplus\left(1-\alpha_{n}\right) T^{n} x_{n} \\
y_{n} & =\beta_{n} T^{n} x_{n} \oplus\left(1-\beta_{n}\right) x_{n}, \quad n \in \mathbb{N},
\end{aligned}
$$

where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are sequences in $(0,1)$. We prove the existence of the fixed point of an asymptotic pointwise mapping defined on uniformly convex hyperbolic metric spaces. Moreover, we study the convergence of the modified S-iteration process associated with asymptotic pointwise mappings.

## 2. Preliminaries and lemmas

In this section, we provide some basic concepts, definitions and lemmas which will be used in the sequel. Throughout this paper, $(M, d)$ will denote a metric space. Suppose that there exists a family $\mathcal{F}$ of metric segments such that any two point $x, y$ in $M$ are endpoint of a unique metric segment $[x, y] \in \mathcal{F}$ ( $[x, y]$ is an isometric image of the real line interval $[0, d(x, y)]$ ). We shall denote by $\beta x \oplus(1-\beta) y$ the unique point $z$ of $[x, y]$ which satisfies

$$
d(x, z)=(1-\beta) d(x, y) \text { and } d(z, y)=\beta d(x, y)
$$

where $\beta \in[0,1]$. Such metric spaces are usually called convex metric spaces [5]. Moreover, if we have

$$
d(\alpha p \oplus(1-\alpha) x, \alpha q \oplus(1-\alpha) y) \leq \alpha d(p, q)+(1-\alpha) d(x, y)
$$

for all $p, q, x, y$ in $M$, and $\alpha \in[0,1]$, then $M$ is said to be a hyperbolic metric space (see [6]).

Definition. Let $(M, d)$ be a hyperbolic metric space. We say that $M$ is uniformly convex if for any $a \in M$, for every $r>0$, and for each $\epsilon>0$,
$\delta(r, \epsilon)=\inf \left\{1-\frac{1}{r} d\left(\frac{1}{2} x \oplus \frac{1}{2} y, a\right) ; d(x, a) \leq r, d(y, a) \leq r, d(x, y) \geq r \epsilon\right\}>0$.
It is noted that if $(M, d)$ is uniformly convex, then for every $s \geq 0, \epsilon>0$, there exists $\eta(s, \epsilon)>0$ depending on $s$ and $\epsilon$ such that

$$
\delta(r, \epsilon)>\eta(s, \epsilon)>0 \text { for any } r>s
$$

Theorem 2.1 ([3]). Assume that $(M, d)$ is complete and uniformly convex. Let $C \subset M$ be nonempty, convex, and closed. Then for any $x \in M$, there exists a unique best approximant of $x$ in $C$, i.e., a unique $x_{0} \in C$ such that

$$
d\left(x, x_{0}\right)=d(x, C)
$$

Lemma 2.2 ([4]). Let $(M, d)$ be uniformly convex. Assume that there exists $r \geq 0$ such that

$$
\limsup _{n \rightarrow \infty} d\left(x_{n}, a\right) \leq r, \limsup _{n \rightarrow \infty} d\left(y_{n}, a\right) \leq r \text { and } \lim _{n \rightarrow \infty} d\left(a, \frac{1}{2} x_{n} \oplus \frac{1}{2} y_{n}\right)=r .
$$

Then

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right)=0
$$

Theorem 2.3 ([4]). Let $(M, d)$ be uniformly convex. Fix $a \in M$. For each $r>0$ and for each $\varepsilon>0$ denote

$$
\Psi(r, \varepsilon)=\inf \left\{\frac{1}{2} d^{2}(a, x)+\frac{1}{2} d^{2}(a, y)-d^{2}\left(a, \frac{1}{2} x \oplus \frac{1}{2} y\right)\right\}
$$

where the infimum is taken over all $x, y \in M$ such that $d(a, x) \leq r, d(a, y) \leq r$, and $d(x, y) \geq r \varepsilon$. Then $\Psi(r, \varepsilon)>0$ for any $0<r$ and for each $\varepsilon>0$. Moreover, for a fixed $r>0$, we have
(i) $\Psi(r, 0)=0$;
(ii) $\Psi(r, \varepsilon)$ is a nondecreasing function of $\varepsilon$;
(iii) if $\lim _{n \rightarrow \infty} \Psi\left(r, t_{n}\right)=0$, then $\lim _{n \rightarrow \infty} t_{n}=0$.

Definition ([4]). We say that $(M, d)$ is 2-uniformly convex if

$$
c_{M}=\inf \left\{\frac{\Psi(r, \varepsilon)}{r^{2} \varepsilon^{2}} ; r>0, \varepsilon>0\right\}>0
$$

Theorem 2.4 ([3]). Assume that ( $M, d$ ) is 2-uniformly convex. Then for any $\alpha \in(0,1)$, there exists $C_{M}>0$ such that
$d^{2}(a, \alpha x \oplus(1-\alpha) y)+C_{M} \min \left(\alpha^{2},(1-\alpha)^{2}\right) d^{2}(x, y) \leq \alpha d^{2}(a, x)+(1-\alpha) d^{2}(a, y)$
for any $a, x, y \in M$.
Recall that $\tau: M \rightarrow \mathbb{R}_{+}$is called a type if there exists $\left\{x_{n}\right\}$ in $M$ such that

$$
\tau(x)=\limsup _{n \rightarrow \infty} d\left(x, x_{n}\right) .
$$

Theorem 2.5 ([4]). Assume that $(M, d)$ is complete and uniformly convex. Let $C$ be any nonempty, closed, bounded, and convex subset of $M$. Let $\tau$ be a type defined on $C$. Then any minimizing sequence of $\tau$ is convergent. Its limit is independent of the minimizing sequence.

In fact if $M$ is 2 -uniformly convex, and $\tau$ is a type defined on a nonempty, closed, bounded, and convex subset $C$ of $M$, then there exists a unique $x_{0} \in C$ such that

$$
\tau^{2}\left(x_{0}\right)+2 c_{M} d^{2}\left(x_{0}, x\right) \leq \tau^{2}(x)
$$

for any $x \in C$.
Theorem 2.6 ([3]). Let $(M, d)$ be a complete hyperbolic metric space which is 2-uniformly convex. Let C be a nonempty, closed, convex, and bounded subset of $M$. Let $T: C \rightarrow C$ be asymptotic pointwise nonexpansive. Then $T$ has a fixed point in C. Moreover, the fixed point set Fix $(T)$ is closed and convex.

## 3. Main results

In this section, we prove some lemmas which will be used in our theorem.
Lemma 3.1. Let $C$ be a nonempty, closed, convex, and bounded subset of a complete hyperbolic 2-uniformly convex metric space ( $M, d$ ). Let $T: C \rightarrow C$ be asymptotic pointwise nonexpansive such that $\operatorname{Fix}(T) \neq \emptyset$. Assume that $\sum_{n=1}^{\infty}\left(k_{n}(x)-1\right)<\infty$ for any $x \in C$. Let $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ be sequences in $(0,1)$ such that $0<a \leq \alpha_{n}, \beta_{n} \leq b<1$ for some $a, b$. The modified $S$-iteration process is defined by

$$
\begin{align*}
x_{n+1} & =\alpha_{n} T^{n} y_{n} \oplus\left(1-\alpha_{n}\right) T^{n} x_{n}  \tag{1}\\
y_{n} & =\beta_{n} T^{n} x_{n} \oplus\left(1-\beta_{n}\right) x_{n}, \quad n \in \mathbb{N}
\end{align*}
$$

where $x_{1} \in C$ is a fixed arbitrary point. Then for any $z \in \operatorname{Fix}(T), \lim _{n \rightarrow \infty} d\left(x_{n}, z\right)$ and $\lim _{n \rightarrow \infty} d\left(y_{n}, z\right)$ exist.

Proof. Let $z \in \operatorname{Fix}(T)$. Then

$$
\begin{align*}
d\left(y_{n}, z\right) & \leq \beta_{n} d\left(T^{n} x_{n}, z\right)+\left(1-\beta_{n}\right) d\left(x_{n}, z\right) \\
& =\beta_{n} d\left(T^{n} x_{n}, T^{n} z\right)+\left(1-\beta_{n}\right) d\left(x_{n}, z\right) \\
& \leq \beta_{n} k_{n}(z) d\left(x_{n}, z\right)+\left(1-\beta_{n}\right) d\left(x_{n}, z\right) \\
& =d\left(x_{n}, z\right)\left[\beta_{n}\left(k_{n}(z)-1\right)+1\right] \tag{2}
\end{align*}
$$

and

$$
\begin{aligned}
d\left(x_{n+1}, z\right) & \leq \alpha_{n} d\left(T^{n} y_{n}, z\right)+\left(1-\alpha_{n}\right) d\left(T^{n} x_{n}, z\right) \\
& =\alpha_{n} d\left(T^{n} y_{n}, T^{n} z\right)+\left(1-\alpha_{n}\right) d\left(T^{n} x_{n}, T^{n} z\right) \\
& \leq \alpha_{n} k_{n}(z) d\left(y_{n}, z\right)+\left(1-\alpha_{n}\right) k_{n}(z) d\left(x_{n}, z\right) \\
& \leq \alpha_{n} k_{n}(z)\left[\beta_{n}\left(k_{n}(z)-1\right)+1\right] d\left(x_{n}, z\right)+\left(1-\alpha_{n}\right) k_{n}(z) d\left(x_{n}, z\right) \\
& =d\left(x_{n}, z\right) k_{n}(z)\left[\alpha_{n} \beta_{n}\left(k_{n}(z)-1\right)+1\right] .
\end{aligned}
$$

So, it follows that

$$
\begin{aligned}
d\left(x_{n+1}, z\right)-d\left(x_{n}, z\right) & \leq d\left(x_{n}, z\right) k_{n}(z)\left[\alpha_{n} \beta_{n}\left(k_{n}(z)-1\right)+1\right]-d\left(x_{n}, z\right) \\
& =d\left(x_{n}, z\right)\left[k_{n}(z)\left(\alpha_{n} \beta_{n}\left(k_{n}(z)-1\right)+1\right)-1\right]
\end{aligned}
$$

for any $n \geq 1$. Put $\delta(C)=\sup \left\{d\left(m_{1}, m_{2}\right): m_{1}, m_{2} \in C\right\}$. Hence, we obtain

$$
d\left(x_{n+r}, z\right)-d\left(x_{n}, z\right) \leq \delta(C) \sum_{i=0}^{r-1}\left[k_{n+i}(z)\left(\alpha_{n+i} \beta_{n+i}\left(k_{n+i}(z)-1\right)+1\right)-1\right]
$$

Put $a_{n+i}(z)=k_{n+i}(z) \alpha_{n+i} \beta_{n+i}\left(k_{n+i}(z)-1\right)+1$. Then we have

$$
d\left(x_{n+r}, z\right)-d\left(x_{n}, z\right) \leq \delta(C) \sum_{i=0}^{r-1}\left(a_{n+i}(z)-1\right)
$$

for any $n, r \geq 1$. Letting $r \rightarrow \infty$, we see that

$$
\limsup _{r \rightarrow \infty} d\left(x_{r}, z\right) \leq d\left(x_{n}, z\right)+\delta(C) \sum_{i=n}^{\infty}\left(a_{n+i}(z)-1\right)
$$

for any $n \geq 1$. Next we let $n \rightarrow \infty$, since $C$ is bounded,

$$
\begin{aligned}
\limsup _{r \rightarrow \infty} d\left(x_{r}, z\right) & \leq \liminf _{n \rightarrow \infty} d\left(x_{n}, z\right)+\delta(C) \liminf _{n \rightarrow \infty} \sum_{i=n}^{\infty}\left(a_{n+i}(z)-1\right) \\
& =\liminf _{n \rightarrow \infty} d\left(x_{n}, z\right)
\end{aligned}
$$

This shows that $\limsup _{r \rightarrow \infty} d\left(x_{r}, z\right)=\liminf _{n \rightarrow \infty} d\left(x_{n}, z\right)$ and thus $\lim _{n \rightarrow \infty} d\left(x_{n}, z\right)=p$ exists.

We next prove that $\lim _{n \rightarrow \infty} d\left(y_{n}, z\right)$ exists. Consider

$$
\begin{aligned}
d\left(x_{n+1}, z\right) & \leq \alpha_{n} d\left(T^{n} y_{n}, z\right)+\left(1-\alpha_{n}\right) d\left(T^{n} x_{n}, z\right) \\
& \leq \alpha_{n} k_{n}(z) d\left(y_{n}, z\right)+k_{n}(z) d\left(x_{n}, z\right)-\alpha_{n} k_{n}(z) d\left(x_{n}, z\right)
\end{aligned}
$$

which implies that

$$
\alpha_{n} k_{n}(z) d\left(x_{n}, z\right) \leq \alpha_{n} k_{n}(z) d\left(y_{n}, z\right)+k_{n}(z) d\left(x_{n}, z\right)-d\left(x_{n+1}, z\right)
$$

Then

$$
\begin{aligned}
k_{n}(z) d\left(x_{n}, z\right) & \leq k_{n}(z) d\left(y_{n}, z\right)+\frac{1}{\alpha_{n}} k_{n}(z) d\left(x_{n}, z\right)-\frac{1}{\alpha_{n}} d\left(x_{n+1}, z\right) \\
& =k_{n}(z) d\left(y_{n}, z\right)+\frac{1}{\alpha_{n}}\left[k_{n}(z) d\left(x_{n}, z\right)-d\left(x_{n+1}, z\right)\right] .
\end{aligned}
$$

This gives

$$
\liminf _{n \rightarrow \infty} d\left(x_{n}, z\right) \leq \liminf _{n \rightarrow \infty} d\left(y_{n}, z\right)
$$

It follows that $p \leq \liminf _{n \rightarrow \infty} d\left(y_{n}, z\right)$ and hence, by (2), we have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} d\left(y_{n}, z\right) & \leq \limsup _{n \rightarrow \infty} d\left(x_{n}, z\right)\left[\beta_{n}\left(k_{n}(z)-1\right)+1\right] \\
& =\limsup _{n \rightarrow \infty} d\left(x_{n}, z\right)
\end{aligned}
$$

We have $\limsup _{n \rightarrow \infty} d\left(y_{n}, z\right) \leq p$ and thus $\limsup _{n \rightarrow \infty} d\left(y_{n}, z\right) \leq p \leq \liminf _{n \rightarrow \infty} d\left(y_{n}, z\right)$.
This shows that $\lim _{n \rightarrow \infty} d\left(y_{n}, z\right)$ exists.

Lemma 3.2. Let $C$ be a nonempty, closed, convex, and bounded subset of a complete hyperbolic 2-uniformly convex metric space ( $M, d$ ). Let $T: C \rightarrow C$ be asymptotic pointwise nonexpansive such that $\operatorname{Fix}(T) \neq \emptyset$. Let $\left\{x_{n}\right\}$ be defined by (1). Then

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, T^{n} x_{n}\right)=0 \text { and } \lim _{n \rightarrow \infty} d\left(x_{n}, T^{m} x_{n}\right)=0 \quad \text { for all } m \geq 1,
$$

provided that $L=\sup _{n \in \mathbb{N} x \in C} \sup _{n}(x)<\infty$, i.e., $T$ is a uniformly Lipschitzian mapping on $C$.

Proof. Let $z \in \operatorname{Fix}(T)$. First we will prove that $\lim _{n \rightarrow \infty} d\left(x_{n}, T^{n} x_{n}\right)=0$. By Theorem 2.4, we have

$$
\begin{aligned}
& d^{2}\left(z, y_{n}\right)+C_{M} \min \left(\beta_{n}^{2},\left(1-\beta_{n}\right)^{2}\right) d^{2}\left(x_{n}, T^{n} x_{n}\right) \\
\leq & \beta_{n} d^{2}\left(z, x_{n}\right)+\left(1-\beta_{n}\right) d^{2}\left(z, T^{n} x_{n}\right)
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& C_{M} \min \left(\beta_{n}^{2},\left(1-\beta_{n}^{2}\right)\right) d^{2}\left(x_{n}, T^{n} x_{n}\right) \\
\leq & \beta_{n} d^{2}\left(z, x_{n}\right)+\left(1-\beta_{n}\right) d^{2}\left(z, T^{n} x_{n}\right)-d^{2}\left(z, y_{n}\right) \\
= & \beta_{n} d^{2}\left(z, x_{n}\right)+\left(1-\beta_{n}\right) d^{2}\left(T^{n} z, T^{n} x_{n}\right)-d^{2}\left(z, y_{n}\right) \\
\leq & \beta_{n} d^{2}\left(z, x_{n}\right)+\left(1-\beta_{n}\right) k_{n}(z) d^{2}\left(z, x_{n}\right)-d^{2}\left(z, y_{n}\right) \\
= & \beta_{n} d^{2}\left(z, x_{n}\right)+k_{n}(z) d^{2}\left(z, x_{n}\right)-\beta_{n} k_{n}(z) d^{2}\left(z, x_{n}\right)-d^{2}\left(z, y_{n}\right) \\
= & d^{2}\left(z, x_{n}\right)\left[\beta_{n}+k_{n}(z)-\beta_{n} k_{n}(z)\right]-d^{2}\left(z, y_{n}\right) \\
= & d^{2}\left(z, x_{n}\right)\left[k_{n}(z)\left(1-\beta_{n}\right)+\beta_{n}\right]-d^{2}\left(z, y_{n}\right)+d^{2}\left(x_{n}, z\right)-d^{2}\left(x_{n}, z\right) \\
= & d^{2}\left(z, x_{n}\right)\left[\left(k_{n}(z)\left(1-\beta_{n}\right)+\beta_{n}\right)-1\right]-d^{2}\left(z, y_{n}\right)+d^{2}\left(x_{n}, z\right) \\
= & d^{2}\left(z, x_{n}\right)\left(k_{n}(z)-1\right)\left(1-\beta_{n}\right)-d^{2}\left(z, y_{n}\right)+d^{2}\left(x_{n}, z\right) .
\end{aligned}
$$

Thus $\lim _{n \rightarrow \infty} d\left(x_{n}, T^{n}\left(x_{n}\right)\right)=0$, by Lemma 3.1 and $k_{n}(z) \rightarrow 1$.
Next we prove that $\lim _{n \rightarrow \infty} d\left(x_{n}, T^{m}\left(x_{n}\right)\right)=0$ for any $m \geq 1$. We see that

$$
\begin{align*}
d\left(x_{n}, T x_{n}\right) & \leq d\left(x_{n}, T^{n} x_{n}\right)+d\left(T^{n} x_{n}, T x_{n}\right) \\
& \leq d\left(x_{n}, T^{n} x_{n}\right)+\operatorname{Ld}\left(T^{n-1} x_{n}, x_{n}\right) \tag{1}
\end{align*}
$$

for any $n \geq 2$. Since

$$
\begin{align*}
d\left(T^{n-1} x_{n}, x_{n}\right) & \leq d\left(T^{n-1} x_{n}, T^{n-1} x_{n-1}\right)+d\left(T^{n-1} x_{n-1}, x_{n}\right) \\
& \leq L d\left(x_{n}, x_{n-1}\right)+d\left(T^{n-1} x_{n-1}, x_{n}\right) \tag{2}
\end{align*}
$$

we get that, by (1) and (2),
(3) $\quad d\left(x_{n}, T x_{n}\right) \leq d\left(x_{n}, T^{n} x_{n}\right)+L^{2} d\left(x_{n}, x_{n-1}\right)+L d\left(x_{n}, T^{n-1} x_{n-1}\right)$
for any $n \geq 2$. We see that

$$
d\left(x_{n}, T^{n-1} x_{n-1}\right)=d\left(\left(1-\alpha_{n-1}\right) T^{n-1} x_{n-1} \oplus \alpha_{n-1} T^{n-1} y_{n-1}, T^{n-1} x_{n-1}\right)
$$

$$
\begin{align*}
& =\alpha_{n-1} d\left(T^{n-1} y_{n-1}, T^{n-1} x_{n-1}\right) \\
& \leq \alpha_{n-1} L d\left(y_{n-1}, x_{n-1}\right) \\
& =\alpha_{n-1} L d\left(\left(1-\beta_{n-1}\right) x_{n-1} \oplus \beta_{n-1} T^{n-1} x_{n-1}, x_{n-1}\right) \\
& =\alpha_{n-1} L \beta_{n-1} d\left(T^{n-1} x_{n-1}, x_{n-1}\right) \tag{4}
\end{align*}
$$

and

$$
\begin{align*}
d^{2}\left(x_{n}, x_{n-1}\right) & =d^{2}\left(\left(1-\alpha_{n-1}\right) T^{n-1} x_{n-1} \oplus \alpha_{n-1} T^{n-1} y_{n-1}, x_{n-1}\right) \\
5) & \leq \alpha_{n-1} d^{2}\left(x_{n-1}, T^{n-1} y_{n-1}\right)+\left(1-\alpha_{n-1}\right) d^{2}\left(x_{n-1}, T^{n-1} x_{n-1}\right) \tag{5}
\end{align*}
$$

On the other hand, we obtain

$$
\begin{align*}
d\left(x_{n-1}, T^{n-1} y_{n-1}\right) \leq & d\left(x_{n-1}, T^{n-1} x_{n-1}\right)+d\left(T^{n-1} x_{n-1}, T^{n-1} y_{n-1}\right) \\
\leq & d\left(x_{n-1}, T^{n-1} x_{n-1}\right)+L d\left(x_{n-1}, y_{n-1}\right) \\
= & d\left(x_{n-1}, T^{n-1} x_{n-1}\right) \\
& +L d\left(x_{n-1},\left(1-\beta_{n-1}\right) x_{n-1} \oplus \beta_{n-1} T^{n-1} x_{n-1}\right) \\
= & d\left(x_{n-1}, T^{n-1} x_{n-1}\right)+L \beta_{n-1} d\left(T^{n-1} x_{n-1}, x_{n-1}\right) \\
= & \left(1+L \beta_{n-1}\right) d\left(T^{n-1} x_{n-1}, x_{n-1}\right) . \tag{6}
\end{align*}
$$

Substituting (6) in to (5), we obtain

$$
\begin{aligned}
d^{2}\left(x_{n}, x_{n-1}\right) \leq & \alpha_{n-1}\left(1+L \beta_{n-1}\right)^{2} d^{2}\left(T^{n-1} x_{n-1}, x_{n-1}\right) \\
& +\left(1-\alpha_{n-1}\right) d^{2}\left(x_{n-1}, T^{n-1} x_{n-1}\right) \\
= & {\left[\alpha_{n-1}\left(1+L \beta_{n-1}\right)^{2}+\left(1-\alpha_{n-1}\right)\right] d^{2}\left(T^{n-1} x_{n-1}, x_{n-1}\right) . }
\end{aligned}
$$

Substituting (4) and (7) in to (3), we have

$$
\begin{aligned}
d\left(x_{n}, T x_{n}\right) \leq & d\left(x_{n}, T^{n} x_{n}\right) \\
& +L^{2}\left[\left(\sqrt{\alpha_{n-1}\left(1+L \beta_{n-1}\right)^{2}+\left(1-\alpha_{n-1}\right)}\right) d\left(T^{n-1} x_{n-1}, x_{n-1}\right)\right] \\
& +L\left[\alpha_{n-1} L \beta_{n-1} d\left(T^{n-1} x_{n-1}, x_{n-1}\right)\right] .
\end{aligned}
$$

Hence we get $\lim _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0$. On the other hand, we see that

$$
\begin{aligned}
d\left(x_{n}, T^{m} x_{n}\right) & \leq \sum_{k=0}^{m-1} d\left(T^{k} x_{n}, T^{k+1} x_{n}\right) \\
& \leq \sum_{k=0}^{m-1} \operatorname{Ld}\left(x_{n}, T x_{n}\right)
\end{aligned}
$$

which implies that $d\left(x_{n}, T^{m} x_{n}\right) \leq m L d\left(x_{n}, T x_{n}\right)$ for any $m \geq 1$. Thus $\lim _{n \rightarrow \infty} d\left(x_{n}, T^{m} x_{n}\right)=0$ for any $m \geq 1$.
Theorem 3.3. Let $C$ be a nonempty, closed, convex, and bounded subset of a complete hyperbolic 2-uniformly convex metric space $(M, d)$. Let $T: C \rightarrow C$ be asymptotic pointwise nonexpansive such that $\operatorname{Fix}(T) \neq \emptyset$. Let $\left\{x_{n}\right\}$ be defined
by (1). Assume that $T$ is a uniformly Lipschitzian mapping on C. Consider the type $\tau(x)=\limsup _{n \rightarrow \infty} d\left(x_{n}, x\right)$ on $C$. If $z$ is the minimum point of $\tau$, i.e., $\tau(z)=\inf \{\tau(x)=\stackrel{n \rightarrow \infty}{x} \in C\}$. Then $T z=z$.

Proof. We see that

$$
d^{2}\left(x_{n}, \frac{z+T^{m} z}{2}\right)+C_{M} d^{2}\left(z, T^{m} z\right) \leq \frac{1}{2} d^{2}\left(x_{n}, z\right)+\frac{1}{2} d^{2}\left(x_{n}, T^{m} z\right)
$$

If we let $n \rightarrow \infty$, and $\tau(x)=\limsup _{n \rightarrow \infty} d\left(x_{n}, x\right)$, then for any $m \geq 1$

$$
\tau^{2}\left(\frac{z+T^{m} z}{2}\right)+C_{M} d^{2}\left(z, T^{m} z\right) \leq \frac{1}{2} \tau^{2}(z)+\frac{1}{2} \tau^{2}\left(T^{m} z\right)
$$

This shows that

$$
\begin{aligned}
\tau\left(T^{m} z\right)=\limsup _{n \rightarrow \infty} d\left(x_{n}, T^{m} z\right) & \leq \limsup _{n \rightarrow \infty}\left[d\left(x_{n}, T^{m} x_{n}\right)+d\left(T^{m} x_{n}, T^{m} z\right)\right] \\
& \leq \limsup _{n \rightarrow \infty} d\left(T^{m} x_{n}, T^{m} z\right)
\end{aligned}
$$

Therefore, we obtain

$$
\begin{aligned}
\tau\left(T^{m} z\right) & \leq k_{m}(z) \limsup _{n \rightarrow \infty} d\left(x_{n}, z\right) \\
& =k_{m}(z) \tau(z)
\end{aligned}
$$

for any $m \geq 1$. Since $\tau(z) \leq \tau\left(\frac{z+T^{m} z}{2}\right)$ and $\tau\left(T^{m} z\right) \leq k_{m}(z) \tau(z)$, we get $\tau^{2}(z)+C_{M} d^{2}\left(z, T^{m} z\right) \leq \frac{1}{2} \tau^{2}(z)+\frac{k_{m}^{2}(z)}{2} \tau^{2}(z)$ for any $m \geq 1$. Hence

$$
\begin{aligned}
C_{M} d^{2}\left(z, T^{m} z\right) & \leq \frac{1}{2} \tau^{2}(z)+\frac{k_{m}^{2}(z)}{2} \tau^{2}(z)-\tau^{2}(z) \\
& =\tau^{2}(z)\left[\frac{1}{2}+\frac{k_{m}^{2}(z)}{2}-1\right] \\
& =\tau^{2}(z)\left[\frac{k_{m}^{2}(z)-1}{2}\right]
\end{aligned}
$$

for any $m \geq 1$. This shows that $\lim _{m \rightarrow \infty} d\left(z, T^{m} z\right)=0$. We know that

$$
\begin{aligned}
d(z, T z) & \leq d\left(z, T^{m} z\right)+d\left(T^{m} z, T z\right) \\
& \leq d\left(z, T^{m} z\right)+\operatorname{Ld}\left(T^{m-1} z, z\right)
\end{aligned}
$$

Hence $T z=z$ by Lemma 3.2. This completes the proof.
Remark 3.4. The S-iteration process studied in this paper is quite different from Mann iteration process defined in [3].
Acknowledgements. The authors wish to thank University of Phayao, Phayao, Thailand and also the anonymous reviewers for their valuable suggestions.

## References

[1] R. P. Agarwal, D. O'Regan, and D. R. Sahu, Iterative construction of fixed point of nearly asymptotically nonexpansive mappings, J. Nonlinear Convex Anal. 8 (2007), no. 1, 61-79.
[2] K. Goebel and W. A. Kirk, A fixed point theorem for asymptotically nonexpansive mappings, Proc. Amer. Math. Soc. 35 (1972), 171-174.
[3] B. A. Ibn Dehaish, M. A. Khamsi, and A. R. Khan, Mann iteration process for asymptotic pointwise nonexpansive mappings in metric spaces, J. Math. Anal. Appl. 397 (2013), no. 2, 861-868.
[4] M. A. Khamsi and A. R. Khan, Inequalities in metric spaces with applications, Nonlinear Anal. 74 (2011), no. 12, 4036-4045.
[5] K. Menger, Untersuchungen über allgemeine Metrik, Math. Ann. 100 (1928), no. 1, 75163.
[6] S. Reich and I. Shafrir, Nonexpansive iterations in hyperbolic spaces, Nonlinear Anal. 15 (1990), no. 6, 537-558.
[7] J. Schu, Iterative construction of fixed point of asymptotically nonexpansive mapping, J. Math. Anal. Appl. 158 (1991), no. 2, 407-413.

Thikamporn Atsathi
School of Science
University of Phayao
Phayao 56000, Thailand
E-mail address: thikamporn.at@gmail.com
Prasit Cholamjiak
School of Science
University of Phayao
Phayao 56000, Thailand
E-mail address: prasitch2008@yahoo.com
Suparat Kesornprom
School of Science
University of Phayao
Phayao 56000, Thailand
E-mail address: suparat.ke@gmail.com
Autchara Prasong
School of Science
University of Phayao
Phayao 56000, Thailand
E-mail address: autchara.pr@gmail.com

