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NOTE ON LOCAL ESTIMATES FOR WEAK SOLUTION OF

BOUNDARY VALUE PROBLEM FOR SECOND ORDER

PARABOLIC EQUATION

Jongkeun Choi

Abstract. The aim of this note is to provide detailed proofs for local
estimates near the boundary for weak solutions of second order parabolic
equations in divergence form with time-dependent measurable coefficients
subject to Neumann boundary condition. The corresponding parabolic
equations with Dirichlet boundary condition are also considered.

1. Introduction and main results

Local boundedness and local Hölder continuity for weak solutions of ellip-
tic or parabolic equations with bounded measurable coefficients are very well
known and usually referred to as De Giorgi-Moser-Nash theory. There are a
large number of references regarding this theory. One of most popular reference
for elliptic equations is a book by Gilbarg and Trudinger [4]. We also refer the
reader to [3] for elliptic equations with Dirichlet boundary condition as well as
Neumann boundary condition. Recently, in [5] the author provide a detailed
proof for local boundedness estimate near the boundary for weak solutions of
Neumann problem for elliptic equation. The corresponding result for parabolic
equation with Neumann boundary condition is of course well known to expert.
However, it is very hard to locate a specific reference in the existing literature.
There is rich literature discussing conormal boundary conditions, for example
[6, 7], but none of them contains the exact local boundedness estimate and
local Hölder estimate.

In this note, we give detailed proofs for local boundedness estimates and
local Hölder estimates near the boundary for weak solutions of second order
parabolic equations in divergence form with bounded measurable coefficients
subject to Neumann boundary condition. We also consider the local estimates
for weak solutions of parabolic equations with Dirichlet boundary condition.
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Throughout the note (except Theorem 1.5), we use Ω to denote a Sobolev
extension domain in R

d (d ≥ 2); i.e., there exists a linear operator E :W 1
2 (Ω) →

W 1
2 (R

d) such that for any u ∈W 1
2 (Ω) we have

(1.1) ‖Eu‖L2(Rd) ≤ E0‖u‖L2(Ω) and ‖Eu‖W 1
2 (R

d) ≤ E0‖u‖W 1
2 (Ω),

where W 1
2 (Ω) is the usual Sobolev space. Such domains include bounded Lip-

schitz domains, Lipschitz graph domains, and locally uniform domains (see
Rogers [8]). We let

Q = Ω× (a, b) and S = ∂Ω× (a, b),

where −∞ < a < b <∞. For any (x, t) ∈ Ω× (a, b) and r > 0, we write

Ωr(x) = Ω ∩Br(x),

Qr(x, t) = Q ∩ (Br(x)× (t− r2, t)),

Sr(x, t) = S ∩Qr(x, t),

where Br(x) is the usual Euclidean ball of radius r centered at x.
To avoid confusion, spaces of functions defined on Q = Ω×(a, b) ⊂ R

d+1 will
be always written in script letters throughout the note. We write u ∈ C ∞

c (Q) if
u is an infinitely differentiable function on R

d+1 with a compact support in Q.
For p, q ≥ 1, we let Lp,q(Q) is the Banach space consisting of all measurable
functions on Q with a finite norm

‖u‖Lp,q(Q) =

(
∫ b

a

(∫

Ω

|u(x, t)|p dx

)q/p

dt

)1/q

.

Lp,p(Q) will be denoted by Lp(Q). By C α,α/2(Q), α ∈ (0, 1], we denote the
set of all bounded measurable functions u on Q for which |u|α,α/2;Q is finite,
where we define the parabolic Hölder norm as follows:

|u|α,α/2;Q = [u]α,α/2;Q + |u|0;Q

= sup
(x,t),(y,s)∈Q
(x,t) 6=(y,s)

|u(x, t)− u(y, s)|

|x− y|α + |t− s|α/2
+ sup

(x,t)∈Q

|u(x, t)|.

The space W 1,0
p (Q) denotes the Banach space with the norm

‖u‖
W

1,0
p (Q) = ‖u‖Lp(Q) + ‖Dxu‖Lp(Q)

and W 1,1
p (Q) denotes the Banach space with the norm

‖u‖
W

1,1
p (Q) = ‖u‖Lp(Q) + ‖Dxu‖Lp(Q) + ‖ut‖Lp(Q).

The space V
1,0
2 (Q) is obtained by completing the set W

1,1
2 (Q) with the norm

‖u‖
V

1,0
2 (Q) = max

a≤t≤b
‖u(·, t)‖L2(Ω) + ‖Dxu‖L2(Q).

We consider the parabolic operator

Pu = ut −Di(A
ijDju+Aiu) +BiDiu+ Cu.
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Here, the leading coefficients Aij = Aij(x, t) are bounded measurable functions
defined on R

d+1 such that for any (x, t) ∈ R
d+1 and ξ, η ∈ R

d, we have

(1.2) λ|ξ|2 ≤
d∑

i,j=1

Aij(x, t)ξiξj and
d∑

i,j=1

|Aij(x, t)ξiηj | < λ−1|ξ||η|,

where λ is a positive constant. We denote

A = (A1, . . . , Ad) and B = (B1, . . . , Bd),

and let A, B ∈ L1(Q)d and C ∈ L1(Q). For F = (F 1, . . . , F d) ∈ L1(Q)d and

f ∈ L1(Q), we say that u ∈ V
1,0
2 (Q) is a weak solution of the problem

{
Pu = divF + f in Q,

(AijDju+Aiu+ F i)ni = 0 on S,

if u satisfies for all t1 ∈ [a, b] that

(1.3)
∫

Ω

u(x, t1)v(x, t1) dx−

∫ t1

a

∫

Ω

uvt dx dt +

∫ t1

a

∫

Ω

(AijDju+Aiu)Div dx dt

+

∫ t1

a

∫

Ω

(BiDiu+ Cu)v dx dt =

∫ t1

a

∫

Ω

−F iDiv + fv dx dt

for all v ∈ C∞

c (Q) that are equal to zero for t = a.

1.1. Boundedness of solutions

The first main result is about the local boundedness up to the boundary for
weak solutions of

(1.4)

{
Pu = divF + f in Q,

(AijDju+Aiu+ F i)ni = 0 on S.

Theorem 1.1. Let Q = Ω× (a, b), where Ω is a Sobolev extension domain in

R
d. Assume that

(1.5)

D :=
∥
∥|A|+ |B|+ |C|1/2

∥
∥

Lp0,q0 (Q)
<∞,

M := ‖F ‖Lp1,q1 (Q) + ‖f‖Lp2,q2 (Q) <∞,






p0 > d, q0 > 2,

p1 > d, q1 > 2,

p2 >
d

2
, q2 > 1,

and
d

pmin
+

2

qmin
< 1,

where we use the notation

pmin = min (p0, p1, 2p2) and qmin = min (q0, q1, 2q2) .
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If u ∈ V
1,0
2 (Q) is a weak solution of (1.4), then there exists a constant 0 <

R0 ≤ min
(
1,
√
b− a

)
, depending only on d, λ, E0, pi, qi, and D, such that for

any x0 ∈ Ω and 0 < r ≤ R0, we have

(1.6)
‖u‖L∞(Qr/2) ≤ Nr−

d+2
2 ‖u‖L2(Qr) +Nr

1− d
p1

−
2
q1 ‖F ‖Lp1,q1 (Qr)

+Nr
2− d

p2
−

2
q2 ‖f‖Lp2,q2 (Qr),

where Qr = Qr(x0, b) and N = N(d, λ, E0, pi, qi).

Remark 1.1. By using a standard covering argument, it is easy to see that the
constant R0 in Theorem 1.1 is interchangeable with c · R0 for any c ∈ (0,∞)
satisfying c · R0 <

√
b− a, possibly at the cost of changing the constant N in

the theorem by K ·N , where K = (d, c) > 0.

Remark 1.2. Let x0 ∈ Ω and 0 < r ≤
√
b− a. We say that u ∈ V

1,0
2 (Qr(x0, b))

is a weak solution of

(1.7)

{
Pu = divF + f in Qr(x0, b),

(AijDju+Ai + F i)ni = 0 on Sr(x0, b),

if u satisfies (1.3) for all t1 ∈ [b− r2, b] and v ∈ C∞

c (Qr(x0, b) ∪ Sr(x0, b)). We

note that the estimate (1.6) is local in nature. In fact, u ∈ V
1,0
2 (Qr(x0, b)) is a

weak solution of (1.7), then the same proof will show that the estimate (1.6)
still holds. Therefore, we verify that condition (A3) of [1] holds.

Remark 1.3. We say that u ∈ V
1,0
2 (Q) is a weak solution of the (backward)

problem

(1.8)

{

− ut −Di(A
ijDju+Aiu) +BiDiu+ Cu = divF + f in Q,

(AijDju+Ai + Fi)ni = 0 on S,

if u satisfies for all t1 ∈ [a, b] that

∫

Ω

u(x, t1)v(x, t1) dx+

∫ b

t1

∫

Ω

uvt dx dt+

∫ b

t1

∫

Ω

(AijDju+Aiu)Div dx dt

+

∫ b

t1

∫

Ω

(BiDiu+ Cu)v dx dt =

∫ b

t1

∫

Ω

−F iDiv + fv dx dt

for all v ∈ C∞

c (Q) that are equal to zero for t = b. By repeating essentially the

same argument as in the proof of Theorem 1.1, if u ∈ V
1,2
2 (Q) is a weak solution

of (1.8), then the estimate (1.6) holds, provided that Qr = Ωr(x0)× (b− r2, b)
is replaced by Ωr(x0)× (a, a+ r2).

Remark 1.4. Similar to [1, Remark 3.19], by setting u = 1, Aij = δij , A =
B = F = 0, and C = f = 0 in (1.4), we get from (1.6) that

(1.9) |Ωr(x0)| ≥ θrd, ∀x0 ∈ Ω, ∀r ∈ (0, R0],

where θ = θ(d, E0).
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Remark 1.5. In [2], the author claims that if the (Neumann) Green function of
the parabolic operator P satisfies the Gaussian upper bound

G(x, t; y, s) ≤ c−1(t− s)−n/2 exp{−c|x− y|2/4(t− s)},

then the following local boundedness property holds: if u is a weak solution of
{

Pu = 0 in Q,

(AijDju+Aiu)ni = 0 on S,

then u satisfies

(1.10) ‖u‖L∞(Qr) ≤ Nr−
d+2
2

(

‖u‖L2(Q2r) + r−1‖u‖L2(S3r/2)

)

.

To show (1.10), the author claims that the boundary integral term in [2, Eq.
(11)] is bounded by the second term in the right hand side of (1.10). However,
by Theorem 1.1, the weak solution u satisfies

(1.11) ‖u‖L∞(Qr) ≤ Nr−
d+2
2 ‖u‖L2(Q2r).

Indeed, the boundary integral term in [2, Eq. (11)] is cancelled out in the weak
formulation of the problem, and by using the Gaussian upper bound, it is not
hard to see that u satisfies (1.11); see the proof of [1, Theorem 3.24]. Therefore,
the local boundedness property (1.10)

(

or ‖u‖L∞(Qr) ≤ Nr−
d+6
2 ‖u‖L2(Q2r)

)

is not optimal.

Next we consider the local boundedness estimates for weak solutions of

(1.12)

{
Pu = divF + f in Q,

(AijDju+Aiu+ F i)ni = g on S.

Theorem 1.2. Let Q = Ω × (a, b), where Ω is a Sobolev extension domain

in R
d such that the trace embedding is available; i.e., for any p ∈ [1, d), there

exists a positive constant T0 such that

(1.13) ‖u‖Lp(d−1)/(d−p)(∂Ω) ≤ T0‖u‖W 1
p (Ω), ∀u ∈ W 1

p (Ω).

Assume that

D :=
∥
∥|A|+ |B|+ |C|1/2

∥
∥

Lp0,q0 (Q)
<∞,

M := ‖F ‖Lp1,q1 (Q) + ‖f‖Lp2,q2 (Q) + ‖g‖Lp3,q3 (S) <∞,






p0 > d, q0 > 2,

p1 > d, q1 > 2,

p2 >
d

2
, q2 > 1,

p3 > d− 1, q3 > 2,

and
d

pmin
+

2

qmin
< 1,
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where we use the notation

pmin = min

(

p0, p1, 2p2,
dp3

d− 1

)

and qmin = min (q0, q1, 2q2, q3) .

If u ∈ V
1,0
2 (Q) is a weak solution of (1.12), then there exists a constant 0 <

R0 ≤ min
(
1,
√
b− a

)
, depending only on d, λ, E0, T0, pi, qi, and D, such that

for any x0 ∈ Ω and 0 < r ≤ R0, we have

‖u‖L∞(Qr/2) ≤ Nr−
d+2
2 ‖u‖L2(Qr) +Nr

1− d
p1

−
2
q1 ‖F ‖Lp1,q1 (Qr)

+Nr
2− d

p2
−

2
q2 ‖f‖Lp2,q2 (Qr) +Nr

1− d−1
p3

−
2
q3 ‖g‖Lp3,q3 (Sr),(1.14)

where Qr = Qr(x0, b), Sr = Sr(x0, b), and N = N(d, λ, E0, T0, pi, qi).

1.2. Hölder continuity of solutions

In this subsection, we state main results concerning the local Hölder con-
tinuity up to the boundary for weak solutions of the Neumann problem. For
this, we impose the following assumption that holds for the case when Ω is a
convex domain.

Assumption 1.1 (R). Denote

Ak,ρ(x0) = {x ∈ Ωρ(x0) : u(x) > k}.

There exists a constant E1 > 0 such that for any x0 ∈ Ω, ρ ∈ (0, R], and
0 < k < l, we have

(l − k)|Al,ρ(x0)| ≤ E1
ρd+1

|Ωρ(x0) \Ak,ρ(x0)|

∫

Ak,ρ(x0)\Al,ρ(x0)

|Du| dx,

∀u ∈W 1
1 (Ωρ(x0)).

Theorem 1.3. Assume the same hypothesis of Theorem 1.1 holds. Denote

(1.15)

M := ‖u‖L∞(Q),

0 < α < β := min

{

1−
d

p0
−

2

q0
, 1−

d

p1
−

2

q1
, 2−

d

p2
−

2

q2

}

.

Then there exists a constant 0 < R1 ≤ min
(
1,
√
b− a

)
, where

R1 = R1(d, λ, pi, qi,D,MD,M, α),

such that, under Assumption 1.1 (R1), for any x0 ∈ Ω and 0 < r ≤ R1, we

have

(1.16) [u]α0,α0/2;Qr/2(x0,b) ≤
N

rα0
max

(
rα, ‖u‖L∞(Qr(x0,b))

)
,

where α0 = α0(d, λ, E0, E1, pi, qi, α) ∈ (0, α] and N = N(d, λ, E0, E1, pi, qi) > 0.
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Remark 1.6. We point out that if D = 0, then the constant R1 in Theorem 1.3
is independent of M . Moreover, in the case when D = M = 0, the constant
R1 depends only on d, λ, and α. Therefore, by applying the estimate (1.16) to
u/‖u‖L∞(Qr(x0,b)), we have

[u]α0,α0/2;Qr/2(x0,b) ≤
N

rα0
‖u‖L∞(Qr(x0,b)).

Theorem 1.4. Assume the same hypothesis of Theorem 1.2 holds. Denote

M := ‖u‖L∞(Q) and

0 < α < β := min

{

1−
d

p0
−

2

q0
, 1−

d

p1
−

2

q1
, 2−

d

p2
−

2

q2
, 1−

d− 1

p3
−

2

q3

}

.

Then there exists a constant 0 < R1 ≤ min
(
1,
√
b− a

)
, where

R1 = R1(d, λ, pi, qi,D,MD,M, α),

such that, under Assumption 1.1 (R1), for any x0 ∈ Ω and 0 < r ≤ R1 we have

the estimate (1.16).

1.3. Estimates for weak solutions of Dirichlet problem

In this subsection, we consider the parabolic equations with Dirichlet bound-

ary condition. We define V̊
1,0
2 (Q) = V

1,0
2 (Q)∩ W̊

1,0
2 (Q), where W̊

1,0
2 (Q) is the

closure of C
∞

c (Ω× [a, b]) in the Hilbert space W
1,0
2 (Q).

Theorem 1.5. Let Q = Ω× (a, b), where Ω is a domain in R
d. Assume that

(1.5) holds. If u ∈ V̊
1,0
2 (Q) is a weak solution of

(1.17) Pu = divF + f in Q,

then there exists a constant 0 < R0 ≤ min
(
1,
√
b− a

)
, depending only on d, λ,

pi, qi, and D, such that for any x0 ∈ Ω and 0 < r ≤ R0, we have the estimate

(1.6).

Proof. By following the proof of Theorem 1.1, and using [6, Eq. (3.4), p. 75]
instead of Lemma 2.3, it is not hard to see that the conclusion of the theorem
holds. We note that counterparts of Remarks 1.1–1.3 are also valid. �

Theorem 1.6. Let Q = Ω × (a, b), where Ω is a Sobolev extension domain

in R
d. Assume that (1.5) holds, and recall (1.15). If u ∈ V̊

1,0
2 (Q) is a weak

solution of (1.17), then there exists a constant 0 < R1 ≤ min
(
1,
√
b− a

)
,

where

R1 = R1(d, λ, pi, qi,D,MD,M, α),

such that for any x0 ∈ Ω and 0 < r ≤ R1, we have the estimate (1.16) with

α0 = α0(d, λ, E0, pi, qi, α) ∈ (0, α] and N = N(d, λ, E0, pi, qi) > 0.
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Proof. We point out that there exists a constant E2 > 0 such that for any
x0 ∈ Ω, ρ ∈ (0, R0], and 0 < k < l, we have

(l − k)|Al,ρ(x0)| ≤ E2
ρd+1

|Ωρ(x0) \Ak,ρ(x0)|

∫

Ak,ρ(x0)\Al,ρ(x0)

|Du| dx,(1.18)

∀u ∈ C∞

c (Ω),

where

Ak,ρ(x0) = {x ∈ Ωρ(x0) : u(x) > k}.

Indeed, by setting u = 0 on Ωc, and then, applying [6, Eq. (5.5), p. 91], we get
the above inequality. By following the proof of Theorem 1.3, and using (1.18)
instead of Assumption 1.1 (R), it is not hard to see that the conclusion of the
theorem holds. �

2. Proofs of main theorems

2.1. Auxiliary results

In this subsection, we provide some lemmas used to prove the main theorems.
The following two lemmas are taken from [6, pp. 95–96]; see also [3, Lemma
15.1, p. 319].

Lemma 2.1. Let {Yn} be a sequence of nonnegative numbers linked by the

recursive inequalities

Yn+1 ≤ bnKY 1+σ
n

for some b > 1, K > 0, and σ > 0. If

Y1 ≤ b−1/σ2

K−1/σ,

then {Yn} → 0 as n→ ∞.

Lemma 2.2. Let {Yn} and {Zn} be sequences of nonnegative numbers linked

by the system of recursive inequalities

Yn+1 ≤ bnK
(
Y 1+σ
n + Z1+κ

n Y σ
n

)
,

Zn+1 ≤ bnK
(
Yn + Z1+κ

n

)
,

for some b > 1, K > 0, σ > 0, and κ > 0. If

Y1 ≤ G and Z1 ≤ G
1

1+κ ,

where

G = min
{

(2K)−
1
σ b−

1
σǫ , (2K)−

1+κ
κ b−

1
κǫ

}

, ǫ = min

{

σ,
κ

1 + κ

}

,

then {Yn + Zn} → 0 as n→ ∞.

We will use the following embedding.
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Lemma 2.3. Let Q = Ω × (a, b), where Ω is a Sobolev extension domain in

R
d (d ≥ 2). Assume that η is a smooth cut-off function in R

d+1 satisfying

supp η ⊂ Br(x)× (b − r2, b+ r2),

where x ∈ Ω and 0 < r ≤ min
(
1,
√
b− a

)
. If ηu belongs to V

1,0
2 (Q), then we

have

(2.1) ‖ηu‖Lp,q(Q) ≤ N‖ηu‖
V

1,0
2 (Q),

where N = N(d, E0, p, q). Here, p and q satisfy

(2.2)
d

p
+

2

q
=
d

2
, where







p ∈

[

2,
2d

d− 2

]

, q ∈ [2,∞] for d ≥ 3,

p ∈ [2,∞), q ∈ (2,∞] for d = 2.

Proof. Let us fix p and q satisfying (2.2), and denote v = ηu and α = 2/q.
Notice from [6, Theorem 2.2, p. 62] that there exists a constant N0 = N0(d, q)
such that

‖Ev(·, t)‖Lp(Rd) ≤ N0‖D(Ev)(·, t)‖αL2(Rd)‖Ev(·, t)‖
1−α
L2(Rd)

, ∀t ∈ (a, b).

From this together with (1.1) it follows that

‖v(·, t)‖Lp(Ω) ≤ ‖Ev(·, t)‖Lp(Rd) ≤ N0‖D(Ev)(·, t)‖αL2(Rd)‖Ev(·, t)‖
1−α
L2(Rd)

≤ N0E0‖v(·, t)‖
α
W 1

2 (Ω)‖v(·, t)‖
1−α
L2(Ω)

≤ N‖v(·, t)‖L2(Ω) +N‖Dv(·, t)‖αL2(Ω)‖v(·, t)‖
1−α
L2(Ω),

where N = N(d, E0, q). Therefore, we obtain that (use r ≤ 1)

‖v‖q
Lp,q(Q) ≤ N

∫ b

b−r2
‖v(·, t)‖qL2(Ω) dt+N

∫ b

a

‖Dv(·, t)‖2L2(Ω)‖v(·, t)‖
q−2
L2(Ω) dt

≤ N max
a≤t≤b

‖v(·, t)‖qL2(Ω)+N max
a≤t≤b

‖v(·, t)‖q−2
L2(Ω)

∫ b

a

‖Dv(·, t)‖2L2(Ω)dt,

and thus, by Cauchy’s inequality, we get (2.1). The lemma is proved. �

2.2. Proof of Theorem 1.1

We prove the theorem by adapting the idea of De Giorgi. Let x0 ∈ Ω and
0 < r ≤ R0 ≤ min

(
1,
√
b− a

)
, where R0 will be chosen later. For n = 1, 2, . . .,

we denote
(2.3)

rn =
r

2
+

r

2n
, kn = k

(

2−
1

2n−1

)

, En(t) = {x ∈ Ωrn(x0) : u(x, t) > kn},

where k > 0 is a constant to be chosen later. Let us set

vn = (u− kn)+,



1132 J. CHOI

and let η = ηn be a smooth cut-off function in R
d+1 satisfying

(2.4)
0 ≤ η ≤ 1, η ≡ 1 on Brn+1(x0)× (b − r2n+1, b+ r2n+1),

supp η ⊂ Brn(x0)× (b− r2n, b+ r2n), |ηt|+ |Dη|2 ≤ 4n+3r−2.

By applying η2vn as a test function to the equation (1.4), we get for all t1 ∈ [a, b]
that

1

2

∫

Ω

η2(x, t1)v
2
n(x, t1) dx+

∫ t1

a

∫

Ω

η2AijDjvnDivn dx dt

=

∫ t1

a

∫

Ω

(
ηηtv

2
n −AijDjvn2ηDiηvn

)
dx dt

−

∫ t1

a

∫

Ω

Aiu(η2Divn + 2ηDiηvn) dx dt

−

∫ t1

a

∫

Ω

(
BiDivnη

2vn + Cuη2vn
)
dx dt

−

∫ t1

a

∫

Ω

(
F iη2Divn + F i2ηDiηvn

)
dx dt+

∫ t1

a

∫

Ω

fη2vn dx dt.

Then by using (1.2), Cauchy’s inequality, and the properties of η, we have

max
a≤t≤b

∫

Ω

|ηvn|
2 dx+

∫

Q

η2|Dvn|
2 dx dt

≤ N(λ)
4n

r2

∫ b

b−r2n

∫

En

v2n dx dt +N(λ)

4∑

i=1

Ii,

where we set

(2.5)

I1 =

∫

Q

(|A|2 + |B|2 + |C|)η2v2n dx dt,

I2 =

∫ b

a

∫

En

(|A|2 + |C|)η2k2n dx dt,

I3 =

∫

Q

(
|F |η2|Dvn|+ |F |η|Dη|vn

)
dx dt,

I4 =

∫

Q

|f |η2vn dx dt.

Therefore, from the following inequality
∫

Q

|D(ηvn)|
2 dx dt ≤ 2

∫

Q

η2|Dvn|
2 dx dt+ 2

∫

Q

|Dη|2v2n dx dt,

we obtain

(2.6) ‖ηvn‖
2
V

1,0
2 (Q)

+‖ηDvn‖
2
L2(Q) ≤ N(λ)

4n

r2

∫ b

b−r2n

∫

En

v2n dx dt+N(λ)

4∑

i=1

Ii.



LOCAL ESTIMATES 1133

Hereafter in the proof, we fix p ∈ (d, pmin) and q ∈ (2, qmin) satisfying

0 < δ := 1−
d

p
−

2

q
< 1−

d

pmin
−

2

qmin
.

Estimate of I1. To estimate I1, we first note that Hölder’s inequality implies

(2.7) I1 ≤ D2‖ηvn‖
2
Lχ1,ζ1

(Qr)
,

where

χ1 =
2p0
p0 − 2

and ζ1 =
2q0
q0 − 2

.

We also note that






χ1 ∈

(

2,
2d

d− 2

)

, ζ1 ∈ (2,∞) for d ≥ 3,

χ1 ∈ (2,∞), ζ1 ∈ (2,∞) for d = 2,

and
d

χ1
+

2

ζ1
=
d

2
+ 1−

(
d

p0
+

2

q0

)

>
d

2
.

Therefore, by choosing ζ2 ∈ (ζ1,∞) such that

d

χ1
+

2

ζ2
=
d

2
,

and then, applying Hölder’s inequality and Lemma 2.3 to (2.7), we get

I1 ≤ r
4
(

1
ζ1

−
1
ζ2

)

D2‖ηvn‖
2
Lχ1,ζ2

(Ω×(b−r2n,b))
≤ Nr2µD2‖ηvn‖

2
V

1,0
2 (Q)

,

where N = N(d, E0, p0, q0) > 0 and

µ = 2

(
1

ζ1
−

1

ζ2

)

= 1−
d

p0
−

2

q0
> 0.

Estimate of I2. By using Hölder’s inequality, we obtain

I2 ≤ 4k2
∥
∥|A|+ |C|1/2

∥
∥
2

Lp,q(Qr)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

≤ Nk2r
2−2δ− 2d

p0
−

4
q0

∥
∥|A|+ |C|1/2

∥
∥
2

Lp0,q0 (Q)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

,

≤ Nk2r2µ−2δD2

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

,

where N = N(d, p0, p).
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Estimate of I3. By Cauchy’s inequality and the properties of η, we get for any
ǫ > 0 that
(2.8)

I3 ≤ ǫ

∫

Q

η2|Dvn|
2 dx dt +

4n

r2

∫ b

b−r2n

∫

Ω

v2n dx dt+N(ǫ)

∫ b

b−r2n

∫

En

|F |2 dx dt.

From Hölder’s inequality it follows that

∫ b

b−r2n

∫

En

|F |2 dx dt ≤ ‖F ‖2
Lp,q(Qr)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

≤ Nr
2−2δ− 2d

p1
−

4
q1 ‖F ‖2

Lp1,q1 (Qr)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

,(2.9)

where N = N(d, p1, p). Therefore by combining (2.8) and (2.9), we have

I3 ≤ ǫ

∫

Q

η2|Dvn|
2 dx dt +

4n

r2

∫ b

b−r2n

∫

Ω

v2n dx dt

+Nr
2−2δ− 2d

p1
−

4
q1 ‖F ‖2

Lp1,q1 (Qr)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

,

where N = N(d, p1, p, ǫ).

Estimate of I4. To estimate I4, let us set

χ0 =
2dq

2q + dq − 4
, ζ0 =

2q

q + 2
, χ1 =

χ0

χ0 − 1
, ζ1 =

ζ0

ζ0 − 1
.

We then find that

χ0 ∈
(

1,min
(p

2
, 2
))

, ζ0 ∈
(

1,min
(q

2
, 2
))

,

and
d

χ1
+

2

ζ1
=
d

2
.

By Hölder’s inequality, Cauchy’s inequality, and Lemma 2.3, we obtain for
ǫ > 0 that

I4 ≤ ‖ηvn‖Lχ1,ζ1
(Q)‖f‖Lχ0,ζ0

(En×(b−r2n,b))

≤ ǫ‖ηvn‖
2
V

1,0
2 (Q)

+N‖f‖2
Lχ0,ζ0

(En×(b−r2n,b))
,(2.10)

where N = N(d, E0, p, q, ǫ). Notice from Hölder’s inequality that (use |En| ≤
N(d)rd)

‖f‖2
Lχ0,ζ0

(En×(b−r2n,b))
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≤ ‖f‖2
Lp/2,q/2(Qr)

(
∫ b

b−r2n

|En|
p−2χ0
pχ0

qζ0
q−2ζ0 dt

) 2(q−2ζ0)
qζ0

= ‖f‖2
Lp/2,q/2(Qr)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 |En|

2δ
d

q
q−2 dt

) q−2
q

≤ Nr
4−2δ− 2d

p2
−

4
q2 ‖f‖2

Lp2,q2 (Qr)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

,(2.11)

where N = N(d, p2, p, q). Therefore, we get from (2.10) and (2.11) that

I4 ≤ ǫ‖ηvn‖
2
V

1,0
2 (Q)

+Nr
4−2δ− 2d

p2
−

4
q2 ‖f‖2

Lp2,q2 (Qr)

(
∫ b

b−r2n

|En|
p−2
p

q
q−2 dt

) q−2
q

,

where N = N(d, E0, p2, p, q, ǫ).
We are now ready to prove the theorem. By (2.6) and the estimates of Ii,

we have

‖ηvn‖V
1,0
2 (Q) ≤ N0

2n

r

(
∫ b

b−r2n

∫

En

v2n dx dt

)1/2

+N1r
µD‖ηvn‖V

1,0
2 (Q) +N2kr

µr−δDEn +N3r
−δM0En,

where

N0 = N0(λ), N1 = N1(d, E0, λ, p0, q0) ≥ 1,

N2 = N2(d, λ, p0, p), N3 = N3(d, E0, λ, p1, p2, p, q).

Here, we use the notation

En =

(
∫ b

b−r2n

|En|
p−2
2p

2q
q−2 dt

) q−2
2q

,

M0 = r
1− d

p1
−

2
q1 ‖F ‖Lp1,q1(Qr) + r

2− d
p2

−
2
q2 ‖f‖Lp2,q2 (Qr).

Then by taking R1 ∈ (0, 1] so that

(2.12) R
µ
1D ≤

1

2N1
≤

1

2
,

we obtain for 0 < r ≤ R0 ≤ R1 that
(2.13)

‖ηvn‖V
1,0
2 (Q) ≤ 2N0

2n

r

(
∫ b

b−r2n

∫

En

v2ndxdt

)1/2

+(2N2+2N3)r
−δ(krµD+M0)En.
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Next, denote

Yn :=

(
∫ b

b−r2n

(∫

En

|ηnvn|
2p

p−2 dx

) p−2
2p

2q
q−2

dt

) q−2
2q

,

and observe that

(2.14) Yn ≥





∫ b

b−r2n+1

(
∫

En+1

|vn|
2p

p−2 dx

) p−2
2p

2q
q−2

dt





q−2
2q

≥
k

2n
En+1.

Since p and q satisfy

d

(
p− 2

2p

)

+ 2

(
q − 2

2q

)

=
d

2
+ δ,

the constants

χ :=
2p

p− 2

(

1 +
2

d
δ

)

and ζ :=
2q

q − 2

(

1 +
2

d
δ

)

satisfy
d

χ
+

2

ζ
=
d

2
.

Therefore, by using Hölder’s inequality and Lemma 2.3, we have

Yn ≤ ‖ηnvn‖Lχ,ζ(Ω×(b−r2n,b))
E

2δ
d+2δ
n ≤ N4‖ηnvn‖V

1,0
2 (Q)E

2δ
d+2δ
n ,

where N4 = N4(d, E0, p, q), and thus, we get from (2.13) that

(2.15) Yn ≤ N5

(

2n

r

(
∫ b

b−r2n

∫

En

v2n dx dt

)1/2

+r−δ
(
kR

µ
0D+M0

)
En

)

E

2δ
d+2δ
n ,

where N5 = N5(d, E0, λ, pi, qi). In particular, if n = 1, then by using the fact
that

E1 ≤ N(d, p)r
d+2δ

2 ,

we get

(2.16) Y1 ≤ N6

(

r−1+δ‖u‖L2(Qr) +
(
kR

µ
0D +M0

)
r

d+2δ
2

)

,

where N6 = N6(d, E0, λ, pi, qi) ≥ 1. Notice from Hölder’s inequality and (2.14)
that (use vn ≥ vn+1)

(
∫ b

b−r2n+1

∫

En+1

v2n+1 dx dt

)1/2

≤ N(d, p)r1−δ





∫ b

b−r2n+1

(
∫

En+1

|vn+1|
2p

p−2 dx

) p−2
2p

2q
q−2

dt





q−2
2q

≤ N(d, p)r1−δYn.(2.17)
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Therefore, by using (2.14), (2.15), and (2.17), we obtain that

Yn+1 ≤ N7
2n

rδ

(
2n

k

) 2δ
d+2δ

(

1 +R
µ
0D +

M0

k

)

Y
1+ 2δ

d+2δ
n ,

where N7 = N7(d, E0, λ, pi, qi) ≥ 1. Since Rµ
0D ≤ 1 (see (2.12)), we have

Yn+1 ≤ 4n
N7

rδk
2δ

d+2δ

(

2 +
M0

k

)

Y
1+ 2δ

d+2δ
n ≤ 4nKY 1+ 2δ

d+2δ ,

where we set

K =
3N7

rδk
2δ

d+2δ

and k = 2N6(3N7)
d+2δ
2δ 4(

d+2δ
2δ )2

(

r−
d+2
2 ‖u‖L2(Qr) +M0

)

≥ M0.

We choose R0 ∈ (0, R1] such that

R
µ
0D ≤

1

2N6
4−(

d+2δ
2δ )2(3N7)

−
d+2δ
2δ .

Then for r ∈ (0, R0], we obtain by (2.16) that

Y1 ≤ 4−(
d+2δ
2δ )

2

K−
d+2δ
2δ .

Therefore by Lemma 2.1, we have Yn → 0 as n→ ∞, and thus, we get

u ≤ 2k on Qr/2.

By applying the same argument to −u, we obtain the estimate (1.6) from the
definition of M0 and k.

2.3. Proof of Theorem 1.2

We follow the proof of Theorem 1.1 with a few adjustments. By the same
argument used in deriving (2.6), we obtain

‖ηvn‖
2
V

1,0
2 (Q)

+ ‖ηDvn‖
2
L2(Q) ≤ N(λ)

4n

r2

∫ b

b−r2n

∫

En

v2n dx dt+N(λ)
5∑

i=1

Ii,

where we use the notation (2.3)–(2.5) and

I5 =

∫

S

|g|η2vn dσ dt.

Let us fix p ∈ (d, pmin) and q ∈ (2, qmin) so that

0 < δ := 1−
d

p
−

2

q
< 1−

d

pmin
−

2

qmin
.

We write

χ =
dp3

dp3 − d+ 1
∈ (1, 2)

and observe that

χ <
p

p− 1
,

p3

p3 − 1
=

(d− 1)χ

d− χ
.
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Then, by using Hölder’s inequality and (1.13), we have

(2.18) I5 ≤ ‖ηvn‖Lp3/(p3−1),q3/(q3−1)(S)‖g‖Lp3,q3(Sr) ≤ T0H‖g‖Lp3,q3 (Sr),

where
H = ‖ηvn‖Lχ,q3/(q3−1)(Q) + ‖D(ηvn)‖Lχ,q3/(q3−1)(Q).

Notice from Hölder’s inequality that

H ≤ Nr
1−δ− d−1

p3
−

2
q3

(

‖ηvn‖Lp/(p−1),q/(q−1)(Q) + ‖D(ηvn)‖Lp/(p−1),q/(q−1)(Q)

)
(2.19)

≤ Nr
1−δ− d−1

p3
−

2
q3 ‖ηvn‖W

1,0
2 (Q)En,

where N = N(d, p3, p) and

En =

(
∫ b

b−r2n

|En|
p−2
2p

2q
q−2 dt

) q−2
2q

.

By combining (2.18) and (2.19), and then, applying Cauchy’s inequality, we
obtain for ǫ > 0 that

I5 ≤ ǫ‖ηvn‖
2
W

1,0
2 (Q)

+Nr
2−2δ− 2(d−1)

p3
−

4
q3 ‖g‖2

Lp3,q3 (Sr)
E

2
n,

where N = N(d, T0, p3, p, ǫ). Then by following the same steps as in the proof
of Theorem 1.1, there exists a constant R1 ∈ (0, 1] so that for 0 < r ≤ R0 ≤ R1,
we have (see (2.13))

‖ηvn‖V
1,0
2 (Q) ≤ N

2n

r

(
∫ b

b−r2n

∫

En

v2n dx dt

)1/2

+Nr−δ(krµD +M0)En,

where µ = 1− d/p0 − 2/q0 and

M0 = r
1− d

p1
−

2
q1 ‖F ‖Lp1,q1 (Qr) + r

2− d
p2

−
2
q2 ‖f‖Lp2,q2 (Qr)

+ r
1− d−1

p3
−

2
q3 ‖g‖Lp3,q3 (Sr).

This implies the estimate (1.14) in the same way as (2.13) implies (1.6). The
theorem is proved.

2.4. Proof of Theorem 1.3

To prove the Hölder continuity of u, we need to obtain the oscillation es-
timates. For this, we use the following four lemmas whose proofs will be
given in Appendix. Hereafter in the proof, we let (y, s) ∈ QR1/2(x0, b), where
R1 ∈ (0, R0] will be chosen later. We use the notations

Ωρ = Ωρ(y), Qγ
ρ = Ωρ × (s− γρ2, s),

Ek,ρ(t) = {x ∈ Ωρ : u(x, t) > k},

p ∈ (d, pmin), q ∈ (2, qmin), δ = 1−
d

p
−

2

q
∈ (0, 1).
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We also denote by R0 the constant in Theorem 1.1.

Lemma 2.4. There exist constants γ, c0 ∈ (0, 1) and R1 ∈ (0, R0], where

γ = γ(d, λ, E0, pi, qi),

c0 = c0(d, λ, E0, pi, qi),

R1 = R1(d, λ, E0, pi, qi,D,MD,M, α, β),

such that for any ρ ∈ (0, R1/2], the following holds: If

(2.20) |Ek,ρ(s− γρ2)| ≤
1

2
|Ωρ|

and

(2.21) H := ess sup
Qγ

ρ

u− k > ρα

for some k ∈ (−∞,M ], then we have

(2.22)
∣
∣Ek+ 3

4H,ρ(t)
∣
∣ ≤ c0|Ωρ|, ∀t ∈ [s− γρ2, s].

Proof. See Section 3.1. �

In the rest of the proof, γ and R1 denote the constants in Lemma 2.4.

Lemma 2.5. There exist constants c1 ∈ (0, 1], depending only on d, λ, E0, pi,
and qi, such that for any ρ ∈ (0, R1/2], the following holds: If

(2.23)
∣
∣
{
(x, t) ∈ Qγ

ρ : u(x, t) > k
}∣
∣ ≤ c1ρ

d+2

and

(2.24) H := ess sup
Qγ

ρ

u− k > ρα

for some k ∈ (−∞,M ], then we have

(2.25) ess sup
Qγ

ρ/2

u ≤ k +
1

2
H.

Proof. See Section 3.2. �

Lemma 2.6. Under Assumption 1.1 (R1/2), there exists a positive integer

c2 ≥ 2, depending only on d, λ, pi, qi, E0, and E1, such that for any ρ ∈
(0, R1/2], we have either

ω ≤ 2c2ρα,

or

(2.26)
∣
∣
∣

{

(x, t) ∈ Q
γ
ρ/2 : u(x, t) > Ψ−

ω

2c2

}∣
∣
∣ ≤ c1

(ρ

2

)d+2

or

(2.27)
∣
∣
∣

{

(x, t) ∈ Q
γ
ρ/2 : u(x, t) < ψ +

ω

2c2

}∣
∣
∣ ≤ c1

(ρ

2

)d+2

,
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where c1 is the constant in Lemma 2.5. Here, we denote

Ψ = ess sup
Qγ

ρ

u, ψ = ess inf
Qγ

ρ

u, ω = osc
Qγ

ρ

u = Ψ− ψ.

Proof. See Section 3.3. �

As a consequence of Lemmas 2.5 and 2.6, we get:

Lemma 2.7. Under Assumption 1.1 (R1/2), for any ρ ∈ (0, R1/2], we have

either

osc
Qγ

ρ/4

u ≤ 2c2+1ρα

or

(2.28) osc
Qγ

ρ/4

u ≤

(

1−
1

2c2+1

)

osc
Qγ

ρ

u,

where c2 is the constant in Lemma 2.6.

Proof. See Section 3.3. �

Let 0 < r ≤ R1/2, and choose α0 ∈ (0, α] such that

4α0

(

1−
1

2c2+1

)

≤ 1,

where c2 is the constant in Lemma 2.6. For k = 0, 1, 2, . . . , we define

rk = 4−kr, ωk = osc
Qγ

rk

u, yk = 4kα0ωk.

Then by Lemma 2.7, we obtain for k = 1, 2, . . . , that

yk ≤ 4kα0 max

(

2c2+1rαk ,

(

1−
1

2c2+1

)

ωk−1

)

≤ max
(
2c2+1rα, yk−1

)
,

and thus, by using y0 = ω0, we have

yk ≤ N0 := max
(
2c2+1rα, ω0

)
.

Therefore, we conclude that

(2.29) ωk ≤ N04
−kα0 ≤ N0

(rk

r

)α0

.

Assume that ρ ∈ (0, r] and rk ≤ ρ ≤ rk−1 for some positive integer k. Then we
get from (2.29) that

osc
Qγ

ρ (y,s)
u ≤ ωk−1 ≤ N0

(rk−1

r

)α0

= N04
α0

(ρ

r

)α0

= N
(ρ

r

)α0

max
(
rα, ‖u‖L∞(Qr(y,s))

)
(2.30)

for any (y, s) ∈ QR1/2(x0, b) and 0 < ρ ≤ r ≤ R1/2, where N = N(c2).
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Now we are ready to prove the theorem. Let us fix r ∈ (0, R1], and let
(y, s), (z, τ) ∈ Qr/2(x0, b) satisfy

(y, s) 6= (z, τ), γρ := max
(

|y − z|, |s− τ |1/2
)

≤ γr/2.

Then by (2.30), we have

|u(y, s)− u(z, τ)|

|y − z|α0 + |s− τ |α0/2
≤

1

(γρ)α0
osc

Qγρ(y,s)
u

≤
N(c2, γ)

rα0
max

(
rα, ‖u‖L∞(Qr(x0,b))

)
.

Therefore, by using a standard covering argument, we get the estimate (1.16).
The theorem is proved.

3. Appendix

3.1. Proof of Lemma 2.4

Let γ ∈ (0, 1) and R1 ∈ (0, R0] be constants to be chosen later. Fix ρ ∈
(0, R1/2]. For k ∈ (−∞,M ] satisfying (2.20) and (2.21), we define

vk = (u − k)+.

Let η = η(x) be a smooth cut-off function in R
d such that

0 ≤ η ≤ 1, η ≡ 1 on B(1−ǫ)ρ(y), supp η ⊂ Bρ(y), |Dη| ≤ 4(ǫρ)−1,

where 0 < ǫ < 1. Then by following the same argument used in deriving (2.13),
there exists a constant R′

1 ∈ (0, R0], depending only on d, λ, E0, pi, qi, and D,
such that for ρ ∈ (0, R′

1/2], we have

max
s−γρ2≤t≤s

∫

Ek,(1−ǫ)ρ

v2k dx(3.1)

≤
N

(ǫρ)2

∫ s

s−γρ2

∫

Ek,ρ

v2k dx dt

+
10

9

∫

Ek,ρ(s−γρ2)

v2k dx+Nρ2β−2δ(MD +M)2E2,

where N = N(d, λ, E0, pi, qi) and

E =

(∫ s

s−γρ2

|Ek,ρ|
p−2
2p

2q
q−2 dt

) q−2
2q

.

Notice from (2.20) that

N

(ǫρ)2

∫ s

s−γρ2

∫

Ek,ρ

v2k dx dt+
10

9

∫

Ek,ρ(s−γρ2)

v2k dx ≤

(
Nγ

ǫ2
+

5

9

)

H2|Ωρ|.

We also note that (1.9) implies

E
2 ≤ (γρ2)

q−2
q |Ωρ|

p−2
p ≤ Nγ

q−2
q ρ2δ|Ωρ|.
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By the above two inequalities, we get from (3.1) that
(3.2)

max
s−γρ2

≤t≤s

∫

Ek,(1−ǫ)ρ

v2k dx ≤

(
Nγ

ǫ2
+

5

9

)

H2|Ωρ|+Nρ2β(MD +M)2γ
q−2
q |Ωρ|.

We note that for t ∈ [s− γρ2, s], we have

∣
∣Ek+ 3

4H,(1−ǫ)ρ(t)
∣
∣ ≤

16

9H2

∫

E
k+3

4
H,(1−ǫ)ρ

(t)

|vk(x, t)|
2
dx

≤
16

9H2

∫

Ek,(1−ǫ)ρ(t)

|vk(x, t)|
2 dx.

From this together with (2.21) and (3.2), it follows that

∣
∣Ek+ 3

4H,(1−ǫ)ρ(t)
∣
∣ ≤

16

9

(
Nγ

ǫ2
+

5

9
+Nρ2(β−α)(MD +M)2γ

q−2
q

)

|Ωρ|.

Then by taking R1 ∈ (0, R′

1] so that

(3.3) R
2(β−α)
1 (MD +M)2 ≤ 1,

we have
∣
∣Ek+ 3

4H,(1−ǫ)ρ(t)
∣
∣ ≤

16

9

(
Nγ

ǫ2
+

5

9
+Nγ

q−2
q

)

|Ωρ|.

Therefore we obtain by (1.9) that
∣
∣Ek+ 3

4H,ρ(t)
∣
∣ ≤

∣
∣Ek+ 3

4H,(1−ǫ)ρ(t)
∣
∣ + |Bρ(y) \B(1−ǫ)ρ(y)| ≤ c0|Ωρ|,

where

c0 =
16

9

(
Nγ

ǫ2
+

5

9
+Nγ

q−2
q

)

+N0(d, θ)(1 − (1− ǫ)d).

Then by taking ǫ = ǫ(d, θ) sufficiently small, and then γ = γ(N, q, ǫ) sufficiently
small, we have 0 < c0 < 1, which implies (2.22).

3.2. Proof of Lemma 2.5

Let us fix 0 < ρ ≤ R1/2, and let c1 ∈ (0, 1] be a constant to be chosen later.
Assume k ∈ (−∞,M ] satisfies (2.23) and (2.24). For n = 1, 2, . . . , we denote

ρn =
ρ

2
+

ρ

2n
, kn = k +

H

4

(

2−
1

2n−1

)

, En(t) = Ekn,ρn
(t).

Let us set

vn = (u− kn)+,

and let η = ηn be a smooth cut-off function in R
d+1 satisfying

0 ≤ η ≤ 1, η ≡ 1 on Bρn+1(y)× (s− γρ2n+1, s+ γρ2n+1),

supp η ⊂ Bρn
(y)× (s− γρ2n, s+ γρ2n), |ηt|+ |Dη|2 ≤ Nγ4

nρ−2,
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where Nγ is a constant depending only on γ. Then by following the same
argument used in deriving (2.13), we find that (use γ < 1)

(3.4) ‖ηvn‖V
1,0
2 (Qγ

ρ )
≤ N

2n

ρ

(
∫ s

s−γρ2
n

∫

En

v2n dx dt

)1/2

+Nρβ−δ(MD+M)En,

where N = N(d, λ, E0, pi, qi) and

En =

(
∫ s

s−γρ2
n

|En|
p−2
2p

2q
q−2 dt

) q−2
2q

.

Let us fix κ = κ(d, p) > 0 so that

2p

p− 2
< (1 + κ)

2p

p− 2
<

2d

d− 2
,

and choose p̃ ∈ (d, p) and q̃ ∈ (2, q) satisfying

2p̃

p̃− 2
= (1 + κ)

2p

p− 2
and

2q̃

q̃ − 2
= (1 + κ)

2q

q − 2
.

Then it follows from (3.4) that

(3.5) ‖ηvn‖V
1,0
2 (Qγ

ρ )
≤ N2nρd/2HYn +Nρβ+d/2(MD +M)Z1+κ

n ,

where

Yn :=
1

ρ
d+2
2

(
∫ s

s−γρ2
n

∫

En

(vn

H

)2

dx dt

)1/2

,

Zn =
1

ρ
1

1+κ (
d
2+δ)

(
∫ s

s−γρ2
n

|En|
p̃−2
2p̃

2q̃
q̃−2 dt

) q̃−2
2q̃

.

Now, we claim that

(3.6) Y1 ≤ c
1/2
1 and Yn+1 ≤ N4n

(
Y 1+σ
n + Z1+κ

n Y σ
n

)
, σ =

2

d+ 2
,

where N = N(d, λ, E0, pi, qi). From (2.23), it is not hard to see that the first
inequality in (3.6) holds. By using Hölder’s inequality and the fact that
∫ s

s−γρ2
n+1

|En+1(t)| dt ≤
1

|kn+1 − kn|2

∫ s

s−γρ2
n+1

∫

En+1

|vn|
2 dx dt ≤ 4n+2ρd+2Y 2

n ,

we have

Yn+1

≤
1

Hρ
d+2
2

(
∫ s

s−γρ2
n+1

|En+1(t)| dt

) 1
d+2
(
∫ s

s−γρ2
n+1

∫

En+1

|vn+1|
2(d+2)

d dx dt

) d
2(d+2)

≤ 2n+2Y
2

d+2
n

1

Hρd/2
‖ηnvn‖L 2(d+2)

d

(Qγ
ρ ),
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and thus, we get from Lemma 2.3, (3.5), and (2.24) that

Yn+1 ≤ N2n+2Y
2

d+2
n

1

Hρd/2
‖ηnvn‖V

1,0
2 (Qγ

ρ )

≤ N4nY
1+ 2

d+2
n +N2nρβ

MD +M

H
Y

2
d+2
n Z1+κ

n ,

≤ N4nY
1+ 2

d+2
n +N2nρβ−α(MD +M)Y

2
d+2
n Z1+κ

n .

This together with (3.3), we get the second inequality in (3.6).
Next, we claim that

(3.7) Z1 ≤ N
(
c

p−2
2p

1 + c
q−2
2q

1

) 1
1+κ and Zn+1 ≤ N4n

(
Yn + Z1+κ

n

)
,

where N = N(d, λ, E0, pi, qi). Note that since

d
p̃− 2

2p̃
+ 2

q̃ − 2

2q̃
=

1

1 + κ

(
d

2
+ δ

)

≥
d

2
,

we get from Lemma 2.3 that

Zn+1 ≤
1

ρ
1

1+κ (
d
2+δ)|kn+1 − kn|

‖ηnvn‖L2p̃/(p̃−2),2q̃/(q̃−2)(Q
γ
ρ )

≤ N
2n+1

Hρd/2
‖ηnvn‖V

1,0
2 (Qγ

ρ )
.

Then by using this together with (3.5), we have

Zn+1 ≤ N4nYn +N2nρβ−α(MD +M)Z1+κ
n ,

which gives the second inequality in (3.7). Assume that p̃ ≥ q̃. Then we obtain
by (2.23) that

Z1 ≤
N

ρ(d+2) q̃−2
2q̃

(∫ s

s−γρ2

|E1| dt

) q̃−2
2q̃

≤ Nc
q̃−2
2q̃

1 = N
(
c

q−2
2q

1

) 1
1+κ ,

whereN = N(d, pi, qi). On the other hand, if p̃ ≤ q̃, then by Hölder’s inequality
and (2.23), we get

Z1 ≤
1

ρ(d+2) p̃−2
2p̃

(∫ s

s−γρ2

|E1| dt

) p̃−2
2p̃

≤ c
p̃−2
2p̃

1 =
(
c

p−2
2p

1

) 1
1+κ .

By combining the above two inequalities, we get (3.7).
Finally, by taking c1 = c1(d, λ, E0, pi, qi) sufficiently small, and then, by

using Lemma 2.2, (3.6), and (3.7), we have Yn → 0 as n → ∞, which implies
(2.25).
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3.3. Proof of Lemma 2.6

Assume that ω > 2c2ρα, where c2 ≥ 2 is a positive integer to be chosen later.
Obviously, we have at least one of the inequalities

(3.8)

∣
∣
∣
∣
EΨ−

ω
2 , ρ2

(

s−
γρ2

4

)∣
∣
∣
∣
≤

1

2
|Ωρ/2|

or

(3.9)

∣
∣
∣
∣
Ωρ/2 \ EΨ−

ω
2 , ρ2

(

s−
γρ2

4

)∣
∣
∣
∣
≤

1

2
|Ωρ/2|.

Now, we claim that (3.8) implies (2.26). To see this, we only need to consider
the case that

ess sup
Qγ

ρ/2

u > Ψ−
ω

2c2
.

Let us fix i in {1, 2, . . . , c2 − 1}. Notice from the above inequality that

H := ess sup
Qγ

ρ/2

u−
(

Ψ−
ω

2i

)

≥
ω

2i
−

ω

2c2
≥

ω

2c2
> ρα.

We also note that (3.8) yields
∣
∣
∣
∣
EΨ−

ω

2i
, ρ2

(

s−
γρ2

4

)∣
∣
∣
∣
≤

1

2
|Ωρ/2|.

Then by Lemma 2.4, we have

∣
∣
∣Ωρ/2 \ EΨ−

ω

2i
+ 3

4H, ρ2
(t)
∣
∣
∣ ≥ (1− c0)|Ωρ/2|, ∀t ∈

[

s−
γρ2

4
, s

]

,

where c0 is the constant in Lemma 2.4. Since H ≤ ω/2i, we have

Ψ−
ω

2i
+

3

4
H ≤ Ψ−

ω

2i+2
.

Therefore, we obtain

(3.10)
∣
∣
∣Ωρ/2 \ EΨ−

ω

2i+2 , ρ2
(t)
∣
∣
∣ ≥ (1− c0)|Ωρ/2|, ∀t ∈

[

s−
γρ2

4
, s

]

.

Let us set

k = Ψ−
ω

2i+2
, l = Ψ−

ω

2i+3
, B(t) = Ek,ρ/2(t) \ El,ρ/2(t).

Then by Assumption 1.1 (R1/2), (3.10), and (1.9), we obtain for t ∈
[

s− γρ2

4 , s
]

that

ω

2i+3

∣
∣El, ρ2

(t)
∣
∣ ≤ E1

ρd+1

|Ωρ/2 \Ek,ρ/2(t)|

∫

B(t)

|Du| dx ≤ Nρ

∫

B(t)

|Du| dx,
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where N = N(c0, E1, θ) = N(d, λ, E0, E1, pi, qi). Therefore, by integrating the

above inequality over
[

s− γρ2

4 , s
]

, and then, using Hölder’s inequality, we get

ω

2i+3

∣
∣
∣

{

(x, t) ∈ Q
γ
ρ/2 : u(x, t) > l

}∣
∣
∣(3.11)

≤ Nρ

∫ s

s−γρ2/4

∫

B

|Du| dx dt

≤ Nρ

(
∫ s

s−γρ2/4

∫

Ek,ρ/2

|Du|2 dx dt

)1/2(∫ s

s−γρ2/4

|B| dt

)1/2

.

We remark that by following the same argument used in deriving (2.13), we
have

‖(u− k)+‖V
1,0
2 (Qγ

ρ/2
) ≤

N

ρ
‖(u− k)+‖L2(Q

γ
ρ ) +Nρβ−δ(MD +M)E,

where

E =

(∫ s

s−γρ2

|Ek,ρ|
p−2
2p

2q
q−2 dt

) q−2
2q

.

Then it is easy to see that (use (3.3))
∫ s

s−γρ2/4

∫

Ek,ρ/2

|Du|2 dx dt ≤ N
ω2

4i
ρd +N(MD +M)2ρd+2β

≤ N
ω2

4i
ρd +Nρd+2α.(3.12)

From (3.11) and (3.12), it follows that
∣
∣
∣

{

(x, t) ∈ Q
γ
ρ/2 : u(x, t) > l

}∣
∣
∣

2

≤ N

(

1 +
4i

ω2
ρ2α
)

ρd+2

∫ s

s−γρ2/4

|B| dt,

and thus, by using the fact that

4i

ω2
ρ2α ≤

4i

4c2
≤ 1,

we conclude
∣
∣
∣

{

(x, t) ∈ Q
γ
ρ/2 : u(x, t) > Ψ−

ω

2c2

}∣
∣
∣

2

≤ Nρd+2

∫ s

s−γρ2/4

|B| dt,

where N = N(d, λ, E0, E1, pi, qi). We sum the above inequalities over i to obtain

(c2 − 1)
∣
∣
∣

{

(x, t) ∈ Q
γ
ρ/2 : u(x, t) > Ψ−

ω

2c2

}∣
∣
∣

2

≤ Nρd+2

∫ s

s−γρ2/4

|Ωρ/2| dt

≤ N
(ρ

2

)2d+4

.

By taking c2 ≥ 2 so that N
c2−1 ≤ c1, we find that (2.26) holds. Moreover, by

applying the same argument to −u, it is not hard to see that (3.9) implies
(2.27). The lemma is proved.
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3.4. Proof of Lemma 2.7

Suppose that

osc
Qγ

ρ/4

u > 2c2+1ρα.

We then have

(3.13) ω = osc
Qγ

ρ

u > 2c2+1ρα > 2c2ρα,

and thus, by Lemma 2.6, we get either (2.26) or (2.27). Assume the inequality
(2.26) holds. We denote

H := ess sup
Qγ

ρ/2

u−
(

Ψ−
ω

2c2

)

.

If H > ρα, then we obtain by Lemma 2.5 that

ess sup
Qγ

ρ/4

u ≤ Ψ−
ω

2c2
+

1

2
H ≤ Ψ−

ω

2c2
+

ω

2c2+1
≤ Ψ−

ω

2c2+1
.

From this, we get

osc
Qγ

ρ/4

u ≤ Ψ− ess inf
Qγ

ρ/4

u−
ω

2c2+1
≤

(

1−
1

2c2+1

)

ω.

On the other hand, if H ≤ ρα, then we obtain by (3.13) that

ess sup
Qγ

ρ/2

u ≤ Ψ−
ω

2c2
+ ρα ≤ Ψ−

ω

2c2+1
,

and thus, we have

osc
Qγ

ρ/2

u ≤ Ψ− ess inf
Qγ

ρ/2

u−
ω

2c2+1
≤

(

1−
1

2c2+1

)

ω.

By applying the same argument to −u, it is not hard to see that (2.27) implies
(2.28). The lemma is proved.
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