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Abstract 

 

This work mainly discusses an accurate and fast islanding detection based on fractional wavelet packet transform (FRWPT)for 
multibus microgrid systems. The proposed protection scheme uses combined desirable features retrieved from discrete fractional 
Fourier transform (FRFT) and wavelet packet transform (WPT) techniques, which provides precise time–frequency information 
on minute perturbation signals introduced in the system. Moreover, this study focuses on the design of decoupling control with a 
distributed controller based on state feedback for the efficient operation of microgrid systems that are transitioning from the 
grid-connected mode to the islanded mode. An IEEE 9-bus test system with inverter based distributed generation (DG) units is 
considered for islanding assessment and smooth operation. Finally, tracking errors are greatly reduced with stability 
improvement based on the proposed controller. FRWPT based islanding detection is demonstrated via a time domain simulation 
of the system. Simulated results show an improvement in system stability with the application of the proposed controller and 
accurate islanding detection based on the FRWPT technique in comparison with the results obtained by applying the wavelet 
transform (WT) and WPT. 
 
Keywords: Decoupled controller, Fractional wavelet packet transform, Islanding detection, Microgrid, Observer, Power flow 
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I. INTRODUCTION 

The growing demand for electricity has widened the use of 
distributed generation (DG) systems in modern power grids. 
The best method for integrating renewable energy into power 
grids is the microgrid formation technique, which involves 
grouping a few DG units and controllable loads. The 
integration of DG units facilitates the reduction of line losses 
and eliminates the need for dependence on fossil fuel for 
electricity generation and improved system reliability. The 
extensive application of DGs raises few challenges, such as 
power quality monitoring, efficient operation, and system 
safety, which are generally analyzed under various transient 
and steady state conditions. Therefore, a suitable 

decentralized control technique for the efficient operation of 
microgrids under grid-connected and islanded modes is 
highly necessary [1]-[3]. Over the past few years, many 
control strategies have been applied to the operation of 
inverter based DG systems with LCL filters, and their 
performance is well documented in the literature [4]-[6]. The 
combined state-space design for the placement of observer 
poles is a powerful control technique in time domain analyses. 
Adding an observer to system usually improves system 
stability [7]-[9]. The present study employs an observer based 
decoupled controller for the efficient operation of microgrid 
sunder grid-connected and islanded modes. The proposed 
decoupled control technique can ensure high system stability 
by tuning the parameters independently. 

Rapid and accurate islanding detection is a major challenge 
that deserves to be addressed to maintain power quality, 
power restoration, system reliability, and cost. Islanding 
occurs when DG units and local loads are separated from the 
main utility grid, which continues to feed power to the local 
loads. This situation can lead to safety hazards for personnel 
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and increased risk of damage to power systems. Therefore, 
this state of disturbance requires proper identification and 
protection [10]. The power industries must employ an 
accurate and fast detection technique for the immediate 
isolation of DG units at the time of utility fault 
occurrence/micro-grid isolation. In general, islanding 
detection techniques are categorized into passive, active, and 
hybrid methods [11].  

In islanding detection, passive protection methods use 
measured system parameters, such as voltage, current, 
frequency, and harmonic distortion at DG locations or points 
of common coupling (PCC). The measured system 
parameters are compared with pre-defined threshold values 
for islanding detection. The main drawback of passive 
islanding detection techniques is the formation of large non 
detection zones (NDZs), at which these techniques fail to 
detect islanding. In case of a close mismatch between power 
generation and load demand, such techniques also fail to 
identify islanding. Furthermore, caution must be observed 
when defining threshold values for islanding detection. 
Otherwise, undesirable tripping signals may emerge and be 
forwarded to the circuit breaker (CB).Several active detection 
methods are presented in the literature [12], [13] to overcome 
the limitations of passive islanding detection schemes.  

Active detection schemes are employed by creating 
controlled external perturbations in the network and 
monitoring changes in the detection threshold value to detect 
islanding situation. However, these methods cause the 
deterioration of the power quality of the system because of 
injected disturbance signals. Moreover, perturbations are 
formed in the system at predefined regular time intervals 
even though such formation is not required under normal 
operations. If islanding arises immediately after the injection 
of predefined perturbations, then the system must wait for the 
next perturbation to determine the electrical grid status [14]. 
In such a case, the detection of islanding and other power 
quality disturbances is delayed. 

Hybrid methods have been introduced to overcome the 
aforementioned shortcomings of passive and active detection 
techniques [15]. These hybrid methods exhibit small NDZs 
and maintain power quality. However, these methods suffer 
from high detection time and entail high costs. In this regard, 
signal processing techniques are mostly used to achieve rapid 
and accurate islanding detection. Well documented signal 
processing methods for islanding detection include the 
Fourier transform (FT), short time Fourier transform (STFT), 
and WT [16], [17]. WT exhibits excellent time–frequency 
localization capability and is thus regarded as an effective 
tool for analyzing power quality disturbances. However, WT 
based detection schemes suffer from a number of 
shortcomings, such as batch processing step and detection 
failure under noisy conditions [18]. In the advancement of 
WT, other hybrid techniques, such as the neuro-wavelet, 

robust wavelet and artificial neural network techniques, have 
been developed [19], [20]. The application of these hybrid 
techniques delays the detection time [21]-[23]. To achieve a 
rapid and accurate detection of electrical grid status, we 
propose a hybrid FRWPT based anti islanding scheme in this 
study. 

II. SYSTEM CONFIGURATION 

A typical IEEE 9-bus microgrid system that includes 
inverter based DG units and various loads is adopted in this 
study to detect islanding and power quality disturbances as 
shown in Fig. 1. Under normal operations, the adopted test 
system comprising various loads and inverter based DG units 
is connected to the utility grid at the PCC. This system 
consists of two photovoltaic generation units denoted as DG1 
and DG2. The DG units work either in parallel to the utility 
grid or in isolated mode to feed power to sensitive loads 
connected in the low distribution feeders when the main CB 
is open. The schematic diagram of the building blocks for 
power generation by one DG unit is shown in Fig. 1. The 
overall microgrid system is controlled by employing an 
observer based decentralized controller, i.e., each DG unit is 
locally controlled, as depicted in Fig. 2. However, the 
information from other non-local feeders is collected using 
phase measurement units. The overall system parameters are 
described as follows and are presented in Tables I and II. 
Table I describes the line parameters, whereas Table II 
presents the bus data information. These values are used for 
system simulation study. 
1) Utility Grid: rated short circuit MVA=2,500, 

frequency=60 Hz, and base voltage = 120 kV. 
2) Distributed Generations (DGs): rating of DG1 and 

DG2= 80 kW. 
3) Transformers (T, T1, and T2):  

For transformer T: power = 47 MW, frequency = 60 Hz, 
rated voltage = 230 kV/25 kV, base voltage = 25 kV, R1 
= 0.0026 p.u., X1 = 0.08 p.u., Rm = 500 p.u., and Xm = 
500 p.u.  
For transformers T1 and T2: power =100 kW, 
frequency= 60 Hz, rated voltage = 425 V/25 kV, base 
voltage = 25 kV, R1 = 0.001 p.u., X1 = 0.03 p.u., Rm = 
500 p.u., and Xm = 500 p.u.  

4) Normal load data: 
Load A (RL load) = 90 kW, 3 kVAR 
Load B (RL load) = 120 kW, 5 kVAR 
Load C (RL load) = 10 kW, 3 kVAR 
 

III. DECOUPLED CONTROLLER DESIGN 

This section describes the design of an improved 
decoupled controller for each DG unit to allow the operation 
of a microgrid under grid-connected and islanded modes. Fig. 
2 illustrates the schematic diagram of a three-phase DG 
system, in which DG interfacing inverter is connected to the 
PCC with an LCL filter. Local loads are connected at PCC  
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Fig. 1. Single line diagram of the proposed study. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE I 
DISTRIBUTION LINE PARAMETERS OF IEEE 9-BUS SYSTEM 

(EACH PARAMETER REPRESENTS THE PI SECTION AND RATED KV = 25) 

Parameter R1(Ω) R0(Ω) L1(H) L0(H) C1(f) C0(f) Distance
lines 4–5 0.0529 0.13225 1.192e-3 2.38e-3 8.82e-9 5.188e-9 20km
lines 4–6 0.08993 0.2248255 1.29e-3 3.22e-3 7.922e-9 4.74e-9 20km
lines 5–7 0.16928 0.4232 2.259e-3 5.64e-3 15.34e-9 9.025e-9 100km
lines 6–9 0.20631 0.5157 2.38e-3 6.09e-3 17.95e-9 10.55e-9 100km
lines 7–8 0.044965 0.11241 1.01e-3 2.02e-3 7.471e-9 4.394e-9 100km
lines 8–9 0.062951 0.15737 1.414e-3 3.53e-3 10.47e-9 6.15e-9 100km

 
TABLE II 

BUS PARAMETERS OF IEEE 9 BUS SYSTEM  

Bus Base voltage Voltage 
(p.u.) 

Phase  
(degree) 

1 425 1.04 0 

2 425 1.025 9.173 

3 120k 1.025 4.558 

4 230k 1.026 −2.226 

5 230k 0.9962 −4.002 

6 230k 1.032 1.867 

7 25k 1.026 3.62 

8 25k 1.016 0.632 

9 25k 1.032 1.867 

 
and DG locations. The combined control structure is 
composed of a linear quadratic regulator (LQR) as well as a  

 
pre-compensator with an observer for the effective operation 
of the system as shown in the lower part of Fig. 2. Fig. 3 
shows the basic structure of the improved LQR based 
controller with the addition of the pre-compensator with an 
observer. 

As shown in the upper part of Fig. 2, the DG interfacing 
inverter and passive filter are considered for the state-space 
model. The inductor currents and capacitor voltage of the 
system are chosen as state variables ݔ ൌ ሾ݅ଵ ݅ଶ ௖ܸሿ். The 
system can be modeled with the state space equation 
ሶݔ ൌ ݔܣ ൅ ݑଵܤ ൅  On the basis of Fig. 2, the linear.ݑଶܤ
differential equations that describe system behavior are 
expressed as follows. 

ሻݐሺݑ ൌ ܴଵ݅ଵሺݐሻ ൅ ଵܮ
ௗ௜భሺ௧ሻ

ௗ௧
൅  ሻ        (1)ݐ௖ሺݒ

݅ଵሺݐሻ ൌ ݅ଶሺݐሻ ൅ ܥ
ௗ௩೎ሺ௧ሻ

ௗ௧
     (2) 
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ሻݐ௖ሺݒ ൌ ܴଶ݅ଶሺݐሻ ൅ ଶܮ
ௗ௜మሺ௧ሻ

ௗ௧
൅    ሻ            (3)ݐሺݕ

Using equations (1) to (3), we describe the state model as 
follows. 
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ݕ ൌ ,ݔܥ ݕ ൌ ݅ଶ, ܥ ൌ ቂ1 0 0
0 1 0

ቃ              (4)                                                                 

An optimal design strategy is then employed to optimize 
the gain parameters of the system. To obtain the optimal gain, 
we express the objective function J as follows.  

ܬ ൌ
ଵ

ଶ
∑ ஶ்ݔ
௞ୀ଴ ሺ݇ሻܳݔሺ݇ሻ ൅  ሺ݇ሻ       (5)ݑሺ݇ሻ்ܴݑ

where Q and R represent the cost of the individual state 
variables diverging from their operating points and the cost of 
the control inputs, respectively. By choosing Q and R as 
positive semidefinite and positive definite matrices, 
respectively, we obtain ܬ ൒ 0. The optimal gain matrix K is 
given by  

ܭ ൌ ܴିଵܤଵ்ܲ                (6) 
where P is a positive definite and symmetric matrix of the 
order 3 × 3. The solution can be obtained by using the 
following algebraic Ricati equation: 

்ܣ ൅ ܣܲ െ ଵ்ܲܤܲ ൅ ܳ ൌ 0            (7) 
From equations (6) and (7), we can write 

ܭ ൌ ൤
ଵଵܭ ଵଶܭ ଵଷܭ
ଶଵܭ ଶଶܭ ଶଷܭ

൨               (8) 

The state feedback gain K can be synthesized using the 
LQR technique. The LQR control law signal is given by  

ݑ ൌ െݔܭሶ                   (9) 
A pre-compensator is employed in the model to reduce 

steady state errors and settling time. By applying this 
approach, the operating point of the control system can be 
adjusted. Let ܺ௦௦ and  ݑ௦௦ represent the steady state value 
with ݑሺ݇ሻ ൌ 0 and the associated control unit, respectively. 
The main objective of this approach is to adjust the static 
state feedback control law obtained from equation (9) to 
achieve the desired steady state value. The approach is 
performed by using a state vector offset in the control law as 
follows. 

ሺ݇ሻݑ ൌ െܭሾݔሺ݇ሻ െ ܺ௦௦ሿ ൅  ௦௦(10)ݑ
ሺ݇ሻݑ ൌ െݔܭሺ݇ሻ െ ௦௦ܺܭ ൅  ௦௦(11)ݑ

ሺ݇ሻݑ ൌ 	െݔܭሺ݇ሻ ൅ ሾܭ 1ሿ ൤
ܺ௦௦
௦௦ݑ

൨        (12) 

Using the augmented state vector, we can write 

ቂܣ െ ܫ ܤ
ܥ 0

ቃ ൤
ܺ௦௦
௦௦ݑ

൨ ൌ ቂ0
ݎ
ቃ            (13) 

Assuming the matrix on the left as non-singular, we can  

rewrite equation (13) as 

൤
ܺ௦௦
௦௦ݑ

൨ ൌ ቂܣ െ ܫ ܤ
ܥ 0

ቃ
ିଵ
ቂ0
ݎ
ቃ          (14) 

Using equations (11) and (14), we can write the following 
expressions: 

ሺ݇ሻݑ ൌ െݔܭሺ݇ሻ ൅ ሾܭ 1ሿ ቂ
ܣ െ ܫ ܤ
ܥ 0

ቃ
ିଵ
ቂ0
ݎ
ቃ     (15)           

ܰ ൌ ሾܭ 1ሿ ቂ
ܣ െ ܫ ܤ
ܥ 0

ቃ
ିଵ
ቂ0
ݎ
ቃ        (16)           

This leads to the following control law for 
pre-compensated static feedback. 

ሺ݇ሻݑ ൌ െݔܭሺ݇ሻ ൅            (17)           ݎܰ
Here, N is the feed-forward control gain. Practically, N is 

obtained from 
ܰ ൌ െሾܥሺܣ െ ܤሻିଵܭܤ ൅        ሿିଵ     (18)ܦ

The closed loop system equations using pre-compensation 
are as follows: 

൤
ሺ݇ሻݔ ൌ ሺܣ െ ሺ݇ሻݔሻܭܤ ൅ ሺ݇ሻݎܰܤ

ሺ݇ሻݕ ൌ ሺ݇ሻݔܥ ൅ ሺ݇ሻݎܰܦ
൨      (19) 

To further improve system stability, we introduce an 
observer with the pre-compensated LQR controller. A full 
order state observer can be expressed as 

ොݔ ൌ ሺܣ െ ݔሻܥܮ ൅ ݑܤ ൅  (20)         ݕܮ

where ܮ	 ൌ ൤
ଵଵܮ ଵଶܮ ଵଷܮ
ଶଵܮ ଶଶܮ ଶଷܮ

൨  is the observer gain. The 

eigenvalues of the observer can be calculated from the 
characteristic equationdetሺܫݏ െ ܣ െ ሻܥܮ ൌ 0 . Three poles 
,ଵߤ ,ଶߤ and	ߤଷ of the observer can be a combination of real 
and complex values. If the Eigenvalues of matrix ሺܣ െ  ሻܥܮ
are selected in such a way that the dynamic behavior of the 
error vector becomes rapid and asymptotically stable. The 
observer based controller can be obtained using equations (9) 
and (20). 

ොݔ ൌ ሺܣ െ ܥܮ െ ݔሻܭܤ ൅        (21)      ݕܮ
The transfer function of the observer controller is 

ܫሺܵܭ െ ܣ ൅ ܥܮ ൅  ሻିଵ           (22)ܭܤ
A stability analysis is performed, and the results for the 
open loop system, LQR controller, observer controller, 
and pre-compensator with observer controller are 
presented in Figs. 4(a)–(d). The dominant poles and zeros 
of the eigenvalues clearly move to the left of the real axis, 
thus showing the improved stability of the system. The 
controller parameters of a single DG system are described 
in Table III. 

 

IV. ISLANDING DETECTION USING HYBRID FRWPT 

METHOD 

This section briefly describes islanding and its accurate 
detection with the hybrid FRWPT method. Intentional 
islanding arises in a microgrid system when the grid side CB 
is opened because of network faults. In this situation, the 
microgrid must be operated efficiently by employing the  
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TABLE III 
CONTROLLER PARAMETERS OF SINGLE DG SYSTEM  

Parameter Value Parameter Value 

Filter resistance (R1and R2) 0.0019Ω Filter capacitor 22µF 

Filter inductor (L1and L2) 25mH DC link voltage 630V 

Q ݀݅ܽ݃ሺ1 100 1ሻ R 0.1 0
0 0.1

 

ܭ ൌ ൤
ଵଵܭ ଵଶܭ ଵଷܭ
ଶଵܭ ଶଶܭ ଶଷܭ

൨ ܭ ൌ ቂ 7.1779 െ1.7491 1.9636
െ1.7491 3.7198 0.7937

ቃ N െ1.3331
െ38.9220

 

ܮ ൌ ൤
ଵଵܮ ଵଶܮ ଵଷܮ
ଶଵܮ ଶଶܮ ଶଷܮ

൨ ܮ ൌ ቂെ1144 1177 45467
1210 1244 െ45442

ቃ ሾ ଵߤ ଶߤ ଷሿ ሾെ8ߤ െ10 െ12ሿ 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Schematic diagram of DG system with LQR system based observer controller. 

PV 

array

Vdc 

Phase C 

To bus

Phase A

Phase B

i2a 
Ca 

Vca 

ica

L2a i1a
L1a R1a

R2a 

Rf 

Vdc

Vdcref 

DC  

controll
idre

abc 

α
i1α

i2α

Vcαβ

i1 

i2 

V

αref βref

ሺܣ െ ොݔሻܥܮ ൅ ݑܤ

൅  ݕܮ

Full-order observer 
i1α

i2α

Vcα
αβ 

d

Vcd i1di2d

abdq

PWM 

Switching 

Vd
i2

i1

idr

K1

K1

Vc K1

N1 

Vq

N2 

K2

i2

i1

iqr

K2

K2Vc



Improved Decoupled Control and …                                 1531 

 

 
 
 
 
 
 
 
 

 
 

 

Fig. 3. Controller block diagram of grid-connected system. 
 

 
Fig. 4. Pole-zero map for the transfer function of the (a) open loop system, (b) full order observer with LQR controller and (c) with LQR 
system, and (d) pre-compensator gain with observer controller or decoupled system. 

 
proposed control technique to monitor the power demand by 
the sensitive loads connected at DG locations. When the 
microgrid is isolated from the main utility, each DG inverter 
system must detect the occurrence of islanding to achieve a 
smooth change in the system operation. 

In evaluating the accuracy of islanding detection for 
grid-connected DG systems in multibus microgrids under 
various perturbations, a hybrid technique based on the 
combined desirable features of the WPT and FRFT must be 
adopted [33]. FRFT exhibits a unitary property in governing 
the arbitrary angle rotation of the signal to be transformed in 
the time–frequency plane. Moreover, WPT exhibits a multi 
resolution property.  

Similar to WT, WPT is a highly effective and powerful 
signal processing technique. It is a generalization of the multi 
resolution analysis, but its detailed coefficients are also 
decomposed into equivalent bandwidth data for an accurate 
analysis. The capability of WPT to analyze non-stationary 
signals while preserving time and frequency information 
makes it a suitable islanding detection technique for 
grid-connected PV systems. The basis functions of WPT are 
orthogonal time localized signals that offer an inner product 

between the signals ݔሾ݊ሿ and the filter coefficients. 
݃ሾ݊ሿand	݄ሾ݊ሿ denote the low pass filter (LPF) and high pass 
filter (HPF) coefficients, respectively. The WPT for the 
processing of any discrete signal ݔሾ݊ሿ can be expressed as 
follows. 

Ωሾ݊ሿ ൌ ∑ ܽሾ݊ሿேିଵ
௞ୀ଴ ൅ ∑ ݀ሾ݊ሿேିଵ

௞ୀ଴          (23) 

݀ሾ݊ሿ ൌ ∑ ሾ݊ሿ݄ሾ݊ݔ െ ݇ሿேିଵ
௞ୀ଴            (24) 

ܽሾ݊ሿ ൌ ∑ ሾ݊ሿ݃ሾ݊ݔ െ ݇ሿேିଵ
௞ୀ଴           (25)  

The digital filter is an important aspect of a wavelet basis 
function. The memory size, speed, accuracy, and reliability 
can be optimized by choosing a proper mother wavelet. The 
minimum description length (MDL) data criteria are used to 
select a digital filter in the implementation of the WPT 
technique. Orthogonal wavelet basis functions include the 
Haar, biorthogonal, symlets, coiflects, Meyer and Daubechies 
families, etc. However, db4 and db8 of the Daubechies family 
are mostly used to detect fault signals. In this study, db4 is 
evaluated by applying an MDL function, which is expressed 
in equation (26). The MDL function with index k and n is 
described as follows. Specifically, k and n denote the retained 
coefficient and the number of wavelet filters, respectively. In  
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Fig. 5. Two level decomposition of a discrete signal by WPT. 
 

TABLE IV 
LPF AND HPF FILTER COEFFICIENTS 

 ሿ࢔ሾࢎ ሿ࢔ሾࢍ

െ0.0105
			0.0328
			0.0308
െ0.1870
െ0.0279
			0.6308
0.7148
0.2303

 

െ0.2303
		0.7148
െ0.6308
െ0.0279
			0.1870
			0.0308
െ0.0328
െ0.0105

 

 
addition, N and M denote the length of the signal and the 
total number of wavelet filters, respectively. 

,ሺ݇ܮܦܯ ݊ሻ ൌ min	ሼ
ଷ

ଶ
ܰ݃݋݈݇ ൅

ே

ଶ
෤௫.௝ߙฮ݃݋݈ െ ௫.௝ߙ

ሺ௞ሻฮ
ଶ
ሽ  (26) 

݃ሾ݊ሿ and ݄ሾ݊ሿ  are relevant to equation (27) and are 
regarded as individual coefficients.  

݄௞ ൌ ሺെ1ሻ௞݃௅ି௞: ݇ ൌ ܮ…0,1,2 െ 1       (27) 

where L represents the finite length of a wavelet space.                                                                 

				 ௦ܹ,௖,௕ሺ݊ሻ ൌ 	2
ೕ
మ ௖ܹሺ2ି௝ሺ݊ െ ܾሻ         (28) 

ሾ݊ሿݔ ൌ ∑ ∑ ∑ ௦ܹ,௖,௕ሾ݊ሿ ௖ܹ௕௖௦ ሾ݊ሿ        (29) 

where Wc(n) is the WT coefficient matrix. The wavelet packet 
basis functions ௦ܹ.௖.௕ሺ݊ሻ are obtained from a single base 
function or the mother wavelet at scale “s”, oscillation “c”, 
and location “b” as described in (28). 

Fig. 5 shows the two level decomposition of a discrete 
signal by applying a WPT based technique with a tree 
structure. The root of the tree is the original discrete data set. 
The next step is obtained by applying WPT. The subsequent 
levels in the tree are constituted by applying WPT on the LPF 
and HPF, as obtained in the previous step. The coefficients of 
the LPF and HPF are presented in Table IV. 

The output signal ݔሺ݊ሻobtained by applying the detailed 
coefficients followed by down sampling is fed to the FRFT 
based arbitrary angle rotation to achieve an accurate 
identification even under minute perturbations in the system. 
By applying FRFT, a signal can be decomposed in terms of 
chirps. The FRFT is evaluated by employing any arbitrary 
angle of rotation in the time–frequency plane as the fractional 
power of the conventional Fourier transform. The advantages 
of this technique include a single/dual frequency operator, 

frequency dominance, and successive applications of the 
FRWPT order. Considering an arbitrary signal ݔሺݑሻ, its αth 

order can be expressed as 

Xఈሺݑሻ ൌ ࣠ఈሾݔሺݑሻሿ ൌ ׬ ,ݑఈሺܭ ሻݐ
ஶ

ିஶ
 (30)     ݐሻ݀ݐሺݔ

where the kernelܭఈሺݑ,  ሻisݐ

,ݑఈሺܭ ሻݐ ൌ ඨ
1 െ ߠݐ݋݆ܿ

ߨ2
݁௝/ଶሺ௨

మା௧మሻ ௖௢௧ ఏି௝௨௧	௖௦௖ఏ, ∝് ݇ 

ݐሺߜ				 െ ,ሻݑ ∝ൌ 2݇		 
ݐሺߜ ൅ ,ሻݑ ∝ൌ 2݇ ൅ 1	              (31) 

α can be varied from 0 to1. Then, the resultant WPT signal 
changes from an input transformation function to Fourier 
transformation.  

The fractional wave packet transform for a given signal 
 ሻ can be defined asݐሺݔ

ሺ࣠ఈݔሻሺݑ, ܽ, ܾሻ ൌ
ଵ

√௔
׬ ఈψሺܭ

୲ିୠ

ୟ

ஶ

ିஶ
ሻݔሺݐሻ݀(32)      ݐ 

For angles that are not multiples of π, FRWPT can be 
expressed as 

ሺ࣠ఈݔሻሺݑ, ܽ, ܾሻ ൌ

ටଵି௝ ୡ୭୲ఈ

ଶగ
݁௝

ೠమ

మ
ୡ୭୲ ఈ ׬ ߰ሺ

ஶ

ିஶ

୲ିୠ

ୟ
ሻxሺtሻ݁௝

೟మ

మ
ୡ୭୲ ఈ݁௝௨௧	 ୡୱୡ∝݀(33)   ݐ 

whereܭఈis the kernel of the FRFT. 
The FRWPT based islanding detection technique for multi 
bus microgrid systems can be implemented using the 
following steps. 
Step 1.Initialize the sample index ܬ ൌ 0. 
Step 2. Extract the active and reactive power from the PCC at 
every instant. 
Step 3.Initialize the samples of S as expressed in (34) under 
any perturbation. Place the samples in the circular buffer. 

ܵ ൌ ඥܲଶ ൅ ܳଶ                (34) 

Step 4.Initialize h[n] using the db4 wavelet in Table IV. 
Step 5.Perform a convolution of S with h[n] with down 
sampling to obtain the detailed coefficients using (24). 
Step 6.Initialize αorder optimization. 
Step 7.Apply α-order FRFT to the resultant detailed signal 
using (31). 
Step 8.Evaluate ሺ࣠ఈݔሻ using (33), and check the threshold 
condition. 
Step 9.If the threshold condition is satisfied, execute the trip 
signal (1→0). 
Else: ܬ ൌ ܬ ൅ 1, and proceed to Step 2. 

By applying this proposed combined technique, transform 
orders play the key role of the algorithm. As described in the 
subsequent section, the microgrid system is simulated for the 
accurate and rapid identification of islanding and power 
quality events. 

 

V. SIMULATION RESULTS AND DISCUSSION 

We perform our analysis using MATLAB to validate the 
use of the proposed hybrid FRWPT detection technique along  
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(a)

(b) 

(c) 
Fig. 6. Power output characteristic for grid-connected mode (a). 
Power output of DG1. (b) Power output of DG2. (c) Power 
output of utility grid 

 
with the decoupled controller for microgrid systems under 
various perturbations. Several test cases are illustrated to 
examine the steady state and transient behavior of the system 
operation. A typical microgrid system as shown in Fig. 1 is 
modeled using SIMULINK built-in blocks. Islanding is 
detected with zero NDZ, which results from the load demand 
and inverter output power being exactly equal. The power 
signals obtained at the PCC are processed through the 
islanding detection block. In this section, simulation and 
comparative performance analysis under various islanding 
and non islanding events are carried out using the WT, WPT, 
and FRWPT based techniques. 

A. Grid-Connected Mode 

The objective of this case study is to examine the 
performance of inverter based DG units and utility grid in 
delivering power to the local loads connected at DG 
locations.  

Figs. 6(a), (b), and (c) show the power fed by DG1, DG2, 
and the utility grid, respectively. In this test case, the utility 
grid behaves as a slack bus that mainly supports real/reactive 

 
(a)

 
(b) 

Fig. 7. Frequency and power factor characteristics at PCC under 
normal condition. (a) Frequency at PCC. (b) Power factor at 
PCC. 

 
power requirements during any fault condition or load 
fluctuations. As shown in these figures, the power delivered 
by DG1, DG2, and the utility grid are 80KW/20KVar, 
80KW/20KVar, and 3.5 kW/1.22 kVAR, respectively.  

Figs. 7(a) and (b) depict the behavior of the frequency and 
power factor at the PCC, respectively. Under a steady state, 
the frequency and power factor reach their respective nominal 
values. 

B. Islanding Mode 

Islanding arises by tripping the main CB, as shown in Fig.1. 
In this case study, we must investigate the transient 
performance of the microgrid under intentional islanding, 
including the time of occurrence of such phenomenon. Fig. 8 
shows the steady state and transient characteristics of the 
power fed by the utility grid. Before the occurrence of 
islanding, the power output of the utility grid is 3.5 kW/1.22 
kVAR, which suddenly increases during islanding. As 
depicted in Fig. 8, a sudden change in power occurs at 5.9e5 
samples, and power transient persists until the 9.2e5 samples 
because of islanding. Under this perturbation, the islanding 
detection based on the WT, WPT, and FRWPT is depicted 
from the top to the bottom sections of Figs. 9(a), (b), and (c), 
respectively. The WPT based detection technique can barely 
identify the commencement of the disturbance, whereas the 
WT and FRWPT based detection techniques identify both the 
commencement and termination of the disturbance. Moreover, 
the duration of the disturbance in the system can be detected 
easily and effectively with use of the FRWPT based detection 
technique.  
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Fig. 8. Power output characteristic at PCC. 

 

 
(a)

 
(b) 

 
(c) 

Fig. 9. Islanding detection based on the WT, WPT, and FRWPT 
techniques. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 10. (a) Frequency at PCC. (b) Power factor at PCC. (c) 

Tracking error characteristics. 

 

Figs. 10(a), (b), and (c) depict the behavior of the frequency, 
power factor, and tracking error at the PCC, respectively. 
Under a steady state, the frequency and power factor reach 
their respective nominal values. However, the frequency 
undergoes significant distortion during islanding. As shown 
in Fig. 10, the tracking error under islanding is decreased 
with the proposed control technique. 

C. DG1 Under Islanding 

CB1 as shown in Fig. 1is tripped to isolate DG1 from the 
microgrid system. In this case study, we investigate the 
transient performance of the utility grid and the time of 
isolation. Fig. 11 shows the power output fed by the utility 
grid. Before the isolation of DG1, the power output of the 
utility grid is 3.5kW/1.22 kVAR. During the isolation, a 
small transient increase in power output occurs. Evidently, 
such condition occurs at 0.75e5 samples and persists until 
1.1e6 samples. The islanding detection based on the WT, 
WPT, and FRWPT under this perturbation is described in 
Figs. 12(a), (b), and (c), respectively. As shown in these 
figures, the WT based technique identifies the disturbance at 
1.5e6, whereas the WPT and FRWPT based techniques detect 
not only the disturbance at its commencement and 
termination but also its duration. Moreover, the persistence of 
the disturbance in the system can be detected clearly and 
significantly with the aid of the FRWPT based detection 
technique. 

Figs. 13(a), (b), and (c) show the behavior of the frequency, 
power factor, and tracking error at the PCC, respectively. 
Before the isolation of DG1, the frequency and power factor  
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Fig. 11. Power output characteristic at PCC. 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 12. Islanding detection based on the WT, WPT, and FRWPT 
techniques. 

 
reach their respective nominal values. However, both the 
frequency and power factor undergo significant distortion 
during this DG1 isolation. Under such isolation, the tracking 
error almost reaches the steady state value throughout the 
disturbance period via the decoupled control. The LQR based 
controller exhibits fluctuation around the steady state value. 

D. Line-to-Ground (L-G) Fault 

A line-to-ground (L-G) fault is created at 1e6 samples, and 
such fault lasts until 1.28e6 samples, as depicted by the  
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(b) 

 

 
(c) 

 

Figs. 13. Frequency, power factor, and tracking error 
characteristics. 

 

 
 

Fig. 14. Power output characteristic at PCC. 

 
power curves in Fig. 14.  

The islanding detection based on the WT, WPT, and 
FRWPT under this perturbation is shown in Fig. 15. The WT 
based disturbance detection technique achieves detection at 
1.5e6 samples, whereas the WPT and FRWPT based 
techniques achieve accurate detection at the commencement 
and termination of the disturbance. However, the WPT based 
detection technique fails to show the duration of such fault 
occurrence except start and end point. 
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(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 15. Islanding detection based on the WT, WPT, and FRWPT 
techniques. 

 
Figs. 16(a), (b), and (c) depict the behavior of the 

frequency, power factor, and tracking error at the PCC, 
respectively. The frequency and power factor undergo 
significant distortion during the occurrence of the L-G fault. 
However, the tracking error characteristic shows a reduction 
in the steady state value and settling time with the application 
of the proposed controller. 

E. Line-to-Line (L-L) Fault 

A line-to-line (L-L) fault is created at 0.75e6 samples, and 
such fault lasts until 0.9e6 samples, as represented by the 
power curves in Fig. 17.  

Fig. 18 shows that the WT based technique can identify the 
disturbance at 1.5e6, whereas the WPT and FRWPT based 
techniques achieve disturbance detection at exactly 0.75e6. 
Moreover, the duration of the disturbance in the system can 
be detected easily and significantly with the FRWPT based 
detection technique. 

Figs. 19(a) and (b) show that the frequency and power 
factor undergo significant distortion during this L-L fault. 
The tracking error under this event, as shown in Fig. 19(c), is  
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(b) 

 

 
(c) 

 

Fig. 16. Frequency, power factor, and tracking error 
characteristics. 
 

 
 

Fig. 17. Power output characteristic at PCC. 
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(b) 

 

 
(c) 

 

Fig. 18. Islanding detection based on the WT, WPT, and FRWPT 
techniques. 
 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 19. Frequency, power factor, and tracking error 
characteristics. 

 
Fig. 20. Power output characteristic at PCC. 
 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 21. Islanding detection based on the WT, WPT, and FRWPT 
techniques. 
 
decreased up to a steady state value within a short period 
using the decoupled technique. 

F. Dynamic Load Change 

 In this case, the load at bus 6 is changed from linear to 
nonlinear, as depicted in Fig. 20. This nonlinear load persists 
from 5.8e6 to 8.5e6. Fig. 21 shows that detection under this 
change is accurate and visualized throughout.  

Fig. 22 shows the frequency, power factor, and tracking 
error under this scenario. Both the frequency and power 
factor are disturbed. Moreover, the tracking error based on  
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(a) 

 

 
(b) 

 

 
(c) 

 

Fig. 22. Frequency, power factor, and tracking error 
characteristics. 

 
the proposed controller is superior to that based on the 

conventional controller. 

G. Voltage Dip 

Voltage dip arises because of the drop from 120kV to 
80kV at bus 3 of the microgrid system during 6.8e5 to 9.5e5 
samples as shown in Fig. 23. Under this scenario, the 
detection is performed and compared by applying the WT, 
WPT, and FRWPT based techniques. These characteristics 
are depicted in Fig. 24, which indicates that the fault 
detection performed with the FRWPT technique is relatively 
accurate and prominent. Fig. 25 shows the characteristics of 
the frequency, power factor, and tracking error. Evidently, the 
power factor remains constant at unity. However, the 
frequency undergoes distortion at the commencement and 
termination of the disturbance. Moreover, unlike that based 
on the conventional LQR controller, the tracking error based 
on the proposed controller is almost zero, except for a small 
change at the transient points. 

A comparative performance analysis of the different 
detection techniques employed to identify various power  

 
Fig. 23. Power output characteristic at PCC. 

 

 
(a) 
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(c) 

 

Fig. 24. Islanding detection based on the WT, WPT, and FRWPT 
techniques. 
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(b) 

 

 
(c) 

 

Fig. 25. Frequency, power factor, and tracking error 
characteristics. 

 
TABLE V 

COMPARATIVE ANALYSIS OF DIFFERENT DETECTION TECHNIQUES  

Islanding/non-

islanding 

events 

Beginning and 

end of events 

(in samples) 

WT WPT FRWPT

Utility is OFF 
tds=5.9e5 1.5e6 5.9e5 5.9e5 

tde=9.2e5 2.2e6 UI 9.2e5 

DG1 isolated 
tds=0.75e6 UI 0.75e6 0.75e6

tde=1.1e6 1.5e6 1.05e6 1.1e6 

L-G fault 
tds=1e6 UI 1e6 1e6 

tde=1.28e6 1.5e6 1.27e6 1.28e6

L-L fault 
tds=0.75e6 UI 0.75e6 0.75e6

tde=0.9e6 1.5e6 0.8e6 0.92e6

Load change 
tds=5.8e6 UI 5.9e6 5.8e6 

tde=8.5e6 1.5e6 8.3e6 8.5e6 

Voltage dip 
tds=6.8e5 UI 6.9e5 6.8e5 

tde=9.5e5 1.5e6 9.4e5 9.6e5 

tds
*=event starting time; tde

*=event ending time; 
UI*=Unidentified 

 

quality events is described in Table 5. The FRWPT based 
technique accurately identifies the commencement, 
termination, and duration of the events. 

 

VI. CONCLUSIONS 
 

A hybrid FRWPT detection technique, as well as a 
decoupled controller, is employed to achieve efficient 
operation, protection, and islanding detection for a multibus 
microgrid system. The improved decoupled control technique 
is applied in this study to monitor the real and reactive 
powers of DG units under grid-connected and islanded modes. 

The simulated results show that the tracking error under 
various power quality disturbances reaches a steady state 
value with negligible oscillation with the use of the proposed 
control technique. Furthermore, this work presents a 
comparative performance analysis of islanding and 
non-islanding detection using the FRWPT, WPT, and WT 
algorithms. As mentioned previously, WT based detection is 
not accurate. By contrast, the FRWPT based technique 
accurately identifies different transient disturbances of the 
microgrid system, including their commencement and 
termination. The proposed FRWPT based detection technique 
achieves the desired objectives in a rapid, accurate, and 
robust manner that justifies its effectiveness. 
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