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#### Abstract

In this study, we propose a method to regulate parking violations using computer vision technology. A still color image of the parked vehicle under question is obtained by a camera mounted on enforcement vehicles. The acquired image is preprocessed through a morphological algorithm and binarized. The vehicle's shadows are detected from the binarized image, and lanes are identified using the information from the yellow parking lines that are drawn on the load. Whether parking is illegal is determined by the conformity of the lanes and the vehicle's shadow.
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## 1. Introduction

Computer vision systems used in various industrial fields have recently accomplished distinct research achievements for autonomous vehicles as a result of their applications in the automobile industry. The Grand Challenge held by DARPA is a competition of traversing the Nevada desert using autonomous vehicles, and five teams have already succeeded in this event in 2005. Additionally, in 2007, another competition, the Urban Challenge, required completion of the track that consisted of 96 km of artificially composed urban terrain, abiding by all traffic rules within a period of 6 hours. Seven teams, including the teams from the Carnegie Mellon University and the joint team of GE were able to complete it.

The detection of the lanes is the first aspect of the operation of the autonomous vehicle on which computer vision technology can be applied to. Research work on the detection of lanes is divided in two categories based on the type of analyzed data, namely, images [1-12] or videos [13, 14]. Additionally, there are three divisions that serve the purpose of the research, namely, a lane-departure warning system, lane-attention monitoring system, and the automated vehicle-control system [1]. Because of the applied algorithms, detection of the lanes was separated into the straight-lane sections, and the curved-lane sections. In most cases, research on the straight region, is usually based on Hough transformation, and it combines appropriate methods to increase the detection rate.

Park et al. [2] used a fuzzy binarization method to remove obstacles from the road, shadows, other vehicles, and surrounding environments, and they effectively detected the straight lanes by applying the Canny operation and the Hough transform.

Bae and Lee [3] first estimated a horizontal vanish point and selected an optimized processing area, which is named as the region of interest for lane boundary (ROI-LB). They used the Hough transform by applying nonparametric model matching techniques and thus improved
the time of lane detection.
In the research work of Ahn and Han [4], clustering was performed after the application of the Sobel and thinning operations in order to recognize the lane by comparing regions with similar widths within the image, with that of the actual lane. Cho et al. [5] suggested a method where several ROIs were set at low-light situations, such as during the night, or inside a tunnel, and applied a gamma adjustment to the image before the use of a lane-detection algorithm using a multichannel, selective Hough transform. This method exhibited an excellent performance on both straight and slightly curved lanes.

Jang et al. [6] proposed a method to detect the curved lanes with the application of a variable threshold calculated based on the probability distribution of the lane area instead of a fixed threshold value for extracting the edge of a lane. The purposes of these researcher studies focused on the lane-departure warning system, lane-attention monitoring system, and the automated vehicle-control system, as referred earlier.

Unlike these studies, this paper suggests a usage of a lane detection algorithm to eliminate illegal parking of vehicles. In developed countries, the traffic order is well maintained, but this is not the case in Korea. The law and order index, including traffic regulations, ranks 27 among the 34 countries of the OECD. Based on the report which JeJu island has presented in 2013, the economic losses that occurred by illegally parking vehicles amounts to 10.7 trillion Korean won per year [15]. This national expense is ten times higher than the annual social cost of the three most violent crimes, namely, murder, robbery, and rape, amounting to 390.3 billion Korean won [15].

In Korea, illegally parked vehicles are easily found not only in Jeju island, but in most other places in the country. These vehicles increase the travel time for others by interrupting the traffic flows, and by providing a cause for accidental contacts while vehicles change lanes. Currently, to eliminate these vehicle violations, parking enforcement agents conduct surveillances, and once they identify these vehicles, they exit their surveillance vehicle to take pictures for assigning a penalty. This method takes significant time and expenses in the effort to minimize illegally parked vehicles. The number of these vehicles has increased, and the law and order indices are becoming lower than those reported during the past five years [13].

In this study, the regulation of illegal parking is automated using computer vision algorithms for the reduction of seizing time and expenses. Section 2 of this paper explains the overall system and its use for detecting lanes, while Section 3 shows the types of lanes and their distinguishing methodologies. In


Figure 1. Parking enforcement using a vehicle.

Section 4, we present the experimental results. Conclusions are outlined in the last section.

## 2. Lane Recognition System

In Korea, when an illegally parked vehicle is discovered, enforcement agents either exit their surveillance vehicles to take pictures of the illegally parked vehicle, or they collect a series of consecutive images using the camera installed on the roof of the surveillance vehicle, as shown in Figure 1. However, the images taken from the roof camera also have to be checked manually. This paper suggests an automated system that can be used to detect illegally parked vehicles using captured images from the rooftop camera.

When a vehicle is captured by a camera, there are many objects that can be recognized in the captured scene, such as vehicles, lanes, and the surrounding environment. There is always shadow underneath the vehicles, although sometimes it is less prominent depending on the intensity of the light. However, it can provide important and useful information. Using this shadow, we recognize the presence of vehicles, and the relative position of the vehicles and lanes can be distinguished to determine parking violations. In this paper, parking violation refers to the parking of the vehicle on the prohibited area, and it can be determined by the type of the lane closest to the vehicle.

Several assumptions have to be defined in regard to the implementation of the methodology of image capture in this study. First, images are only taken during daytime hours. Even though parking enforcement can take place during the night, we need to conduct additional image processing for further use of the images. Therefore, this research targets only the images taken during daytime hours.

Second, the study targets only the lane which is relatively clearly distinguished in the images for the assessment of the parking violation. Lanes can be damaged by the usage of the roads from traffic, or they can be indistinguishable due to foreign matter, especially foreign matter on the sidewalk that is of foremost importance in this research study. Clearly, the cases where foreign matter or debris exists can be analyzed after the completion of image processing. However, since the additional processing involved does not constitute a major methodological concern, only clearly distinguished lanes are targeted.

Third, in many cases, parking violations include several vehicles in a row. Since the vehicle's row is defined by the type of lanes underneath them, it can be changed from a double yellow solid line to a yellow dashed line. In order to capture the image of the lane, the position of the camera in Figure 1 should be changed to target the lower part of the vehicles. Furthermore, the violation cases that include two vehicles that are too close to distinguish their license plates are excluded from this study.

The entire algorithm is shown in Figure 2. Vehicles are detected from the image taken from the camera, and the region of interest is set to distinguish the lane. The relative position of the vehicle and the lane is considered in order to determine on whether there is a violation.

To identify the vehicle, the shadow is first detected by processing the image using fuzzy binarization, based on its brightness. Among the several shadows that exist in the image, the shadow with the largest size is selected as the shadow of the vehicle of interest.

In order to determine on whether the object is a vehicle, region of interests are set upon the shadow to distinguish the presence of the license plate. After the object is determined to be a vehicle, region of interests are reset to the lower part of the image in order to distinguish the lane type. Color, connectivity, and number of the lanes, are mainly analyzed from the image. With the exception of white solid lines, there exists a possibility of parking violation. The Canny operation and Hough transform are used to calculate the slope of the lane and the relative position of the vehicle. In turn, the road lane is used to determine the existence of a violation.

## 3. Classification according to the Type of Lanes

According to the traffic law, there are three cases which are considered as parking violations, and for which the vehicle can be towed, or a penalty can be charged. Specifically, these cases include the a) case of parking on the lane, which prohibits both


Figure 2. System overview.


Figure 3. The types of lanes used in Korea: (a) white solid line, (b) yellow solid line, (c) double yellow solid line, and (d) yellow dashed line.
stopping and parking, b) the case of parking on the lane, which prohibits only parking, and c) the case of parking overtime on the lane, which is allowed only for a certain amount of time. In this section, the types of lanes that are used in Korea are introduced and the algorithms used for their distinction are explained.

### 3.1 Lane Types

Currently, four types of lanes are used in Korea, and the rules that pertain for each of these are described below:

Figure 3(a) shows the white solid line. As parking and stop-
ping are both possible, vehicle parking on this line cannot be considered as a violation. Figure 3(b) presents the yellow solid line. Parking and short-term stopping are flexibly allowed for a certain amount of time, which is displayed on a secondary sign. According to the Road Traffic Act 34, the parked vehicle can be a target of enforcement based on time.

Figure 3(c) is the double yellow solid line which prohibits both parking and stopping. Thus, parking of a vehicle on this line is considered as an instant violation. Figure 3(d) presents the yellow dashed line. Parking is prohibited in principle, but stopping is allowed for a period of 5 minutes. However, the vehicle parked on this line can be also subject of enforcement according to the traffic law.

### 3.2 Fuzzy Binarization

The general method of binarization is presented in accordance to equation (11. It substitutes a threshold for the average of the brightest pixel and the darkest pixel in the original image. Setting a threshold standard, we can divide them into two groups, namely the group with zero values for the higher intensity pixels, and the group of unity values for the smaller intensity pixels [2].

$$
\begin{equation*}
T=\frac{I_{\max }+I_{\min }}{2} \tag{1}
\end{equation*}
$$

In (1), T refers to a threshold, $I_{\text {max }}$ to the pixel of maximum brightness, and $I_{\min }$ to the pixel of minimum brightness. However, it is difficult to generate good results by using the threshold obtained from this method. That is why there is fuzziness in selecting the threshold for detecting the existence of the feature points.

To remedy this fuzziness, the use of a fuzzy binarization method is proposed. However, the existing method uses the entire image dataset, so it is not suitable for an edge-detected image whose feature points were already filtered to some extent. In short, if the pixel value was zero in the edge-detected image, it meant that there was no information at all. Therefore, in this paper, the remaining data, excluding the pixel value 0 , was applied to process the fuzzy binarization.

Each of the variables $X_{r}, X_{g}$, and $X_{b}$, are defined as a result of the image's input RGB values, and the calculation of the medium brightness is in accordance to the following equation:

$$
\begin{align*}
X_{m} & =X_{m}+\frac{X_{i}^{r}+X_{i}^{q}+X_{i}^{b}}{3}, & & \text { if } \frac{X_{i}^{r}+X_{i}^{g}+X_{i}^{b}}{3}>0 \\
& =\frac{X_{m}}{\text { count }}, & & \text { otherwise. } \tag{2}
\end{align*}
$$

We then calculated the distance value of the dark range, $D_{\text {min }}$, and the distance value of the bright range, $D_{\max }$, by using $X_{m}$.

$$
\begin{align*}
& D_{\max }=\left|X_{h}-X_{m}\right| \\
& D_{\min }=\left|X_{m}-X_{l}\right| \tag{3}
\end{align*}
$$

At this point, $X_{l}$ is the value of the darkest pixel, and $X_{h}$ is the value of the brightest pixel in the input image. We also calculated the maximum brightness value, $I_{\max }$, and the minimum brightness value, $I_{\text {min }}$, by applying $D_{\text {min }}$ and $D_{\text {max }}$ in accordance to the following rules:

$$
\begin{align*}
X_{m} & =255-X_{m} & & \text { if } X_{m}>128 \\
& =X_{m} & & \text { otherwise } \\
I_{\min } & =X_{m}-X_{m} & & \text { if } D_{\min }>X_{m} \\
& =X_{m}-D_{\min } & & \text { otherwise }  \tag{4}\\
I_{\max } & =X_{m}+X_{m} & & \text { if } D_{\max }>X_{m} \\
& =X_{m}+D_{\max } & & \text { otherwise }
\end{align*}
$$

The brightest value $I_{\text {max }}$ and the least bright value $I_{\text {min }}$ were applied in order to extract a triangle-type membership function.

Therefore, the triangle-type membership function has an interval. In the membership function, we calculated the medium brightness value $I_{\text {mid }}$ to make the membership equal to 1 , as follows:

$$
\begin{equation*}
I_{m i d}=\frac{I_{\max }+I_{\min }}{2} \tag{5}
\end{equation*}
$$

Moreover, the membership of section $\left|I_{\text {min }}, I_{\text {max }}\right|$ can be calculated as in (6). We applied the $\alpha$-cut membership $[\mu(x)]$, which was obtained previously in the membership function, in order to implement the image binarization. At this point, we set the value to be equal to 0.5 . According to this function, in order to generate a binary image, we set the value of the image pixel to 255 when the membership is higher than 0.5 , and when it is lower, the value of image pixel is set to 0 . Figure 4 shows the image of the applied fuzzy binarization.

$$
\begin{align*}
\mu(x) & =0, \text { if } X_{m} \leq I_{\min } \text { or } X_{m} \geq I_{\max } \\
& =\frac{\left(I_{\max }-X_{m}\right)}{\left(I_{\max }-I_{m i d}\right)}, \text { if } X_{m}>I_{m i d} \\
& =\frac{\left(X_{m}-I_{\min }\right)}{\left(I_{m i d}-I_{\min }\right)}, \text { if } X_{m}<I_{m i d}  \tag{6}\\
& =1 \quad \text { if } X_{m}=I_{m i d}
\end{align*}
$$



Figure 4. Resulting image after the application of the fuzzy binarization.

### 3.3 Assessing the Presence of a Vehicle

One of the basic assumptions in this study is that the images are captured automatically using the camera mounted on the enforcement vehicle. Therefore, the determination on whether a vehicle is present or not, and whether there is a parking violation, requires sequential processing.

It is not easy to recognize every vehicle in the image. Instead of recognizing the vehicles, the study presents the methodology for the assessment of the presence of a vehicle. First, we determine whether the object exists in the image and whether the object is a vehicle or not. The shadow is used as the standard criterion for this assessment.

The region that defines the shadow is detected using fuzzy binarization, as described in Section 3.1. Of course, there can be several shadows in an image. The object associated with the shadow should be the targeted vehicle that needs to be recognized; however, the recognition process is complex.

There is a variety of car types, such that, multiple models for each type exist that have different shapes, even in the case of a sedan. Therefore, distinguishing the vehicle through a priori learning of the appearance of all vehicle types is cumbersome and ineffective. Instead, the general shape outline of the car could be used to detect the vehicle. However, even the establishment of the general concept itself is an unsolved problem in the field of computer vision.

The assumption imposed by this study is that the enforcement vehicle would move along the lane and capture an image of the target from a close distance. Consequently, the shadow of the target would not be small. Thus, shadows with a relatively small size are eliminated from being considered as the vehicle's shadow.


Figure 5. Detection of the car license plate.

The license plate is a common feature of all vehicles, and it is used to determine the target's shadow. A region of interest is set on an upper part of the shadow in order to apply the algorithm suggested by Rhee and Kim [16] for detecting the license plate and verifying it. Figure 5 shows an image of the license plate extraction, based on the original image, using the algorithm.

After detecting the vehicle, another region of interest is set to a lower part of the vehicle. If the lane is detected in this region, the type of lane is determined using the color, connectivity, and number of the lane.

### 3.4 Classification of the Lanes

As explained in Section 3.1, there are four types of lanes, and based on color, they can be divided into two, namely, white and yellow. Therefore, when the lane is detected, the color of the lane is distinguished first. If the color is yellow, the form of the lane is then recognized to be either a solid, double solid, or a dashed line.

From the region of interest that was placed below the vehicle, the boundary of the lane is extracted using the Canny operator, and the Hough transform is applied to predict the location of the lane by obtaining a straight line from the previous process. At this point, the RGB color form is used to recognize on whether the line is white or yellow. The ability to distinguish the color is enhanced when the lane was first painted, but it diminishes with time due to traffic and road use. To verify the color, an appropriate tolerance is specified in this study, which was estimated experimentally. After identifying the color of the lane, and in the case that the color is white, it is classified as a white solid line. If not, an additional check is executed to determine whether the color is yellow. The HSV color format which is least affected by the brightness is then used to verify
the yellow color.
If the color of the lane is confirmed as yellow, we can verify the form of the lane. After the application of the fuzzy binarization to the region of interest, the generated binary image contains the extracted foreground objects. In the case where the extracted object is only one and its location is consistent with the lane extracted previously, we consider it as a yellow solid line. The algorithm recognizes the object as a yellow dashed line if three conditions are satisfied: a) the number of objects is two, b) both exist on the line obtained by the Hough transform, and c) squares that enclose each of the two objects have no overlapping regions. In this case, the algorithm considers that one straight dashed line is drawn, and the determination is thus a yellow dashed line. Lastly, when the number of extracted objects is two, and the squares that enclose each of the two objects are overlapped by a distance (which is determined experimentally) larger than $d$, the lane type is considered to be a double yellow solid line.

After the type of the lane is confirmed through these processes, the vehicle parked on the white solid line is considered as legally parked, and in case of a yellow line, the determination of a parking violation is decided based on whether the square that surrounds the lanes overlaps with the square that surrounds the shadow of the vehicle.
Since the presence of a yellow solid line indicates that parking is allowed only for a period of time, which is displayed on the secondary sign, parking violation is determined based on the time at which the image is captured. Recognition of the secondary sign is not described in this research work. The case where the vehicle is parked on a double yellow solid line is regarded as a parking violation, since both parked and stopped vehicles are restricted regardless of time. On the yellow dashed line, parking is forbidden, but a short-term stop is allowed for a period of 5 minutes. For official usage of illegal parking enforcement, images of the same location should be captured twice with a 5-minute gap. However, this research study mainly focuses on the recognition of the lane and the determination of its type, so the image is taken only once to allow recognition of the yellow dashed line.

## 4. Experimental Results

The specifications of the hardware used in these experiments are as follows: the CPU was i7-4702mq, the RAM was 8 GB , and Nvidia GT745M was used for the graphics board, while the OS was Microsoft Windows 7 Enterprise 64 bit. The pro-

Table 1. The detection rate of lanes

|  | Success | Failure | Rate (\%) |
| :--- | :---: | :---: | :---: |
| White solid line | 50 | 0 | 100 |
| Yellow solid line | 45 | 2 | 95.8 |
| Double yellow solid line | 69 | 5 | 93.3 |
| Yellow dotted line | 53 | 7 | 88.4 |
| Total | 217 | 14 | 93.9 |

gram was built on C++ under the Microsoft Visual Studio 2013 Professional using the OpenCV 3.0 library.

The images which are used for the experiments are taken from a smart phone instead of a camera mounted on the enforcement vehicle moving along the lane, due to the practical difficulties. However, the image capture methodology emulated closely the enforcement vehicle image capture while in motion. The resolution of the acquired images was $1280 \times 720$. Figure 6 shows the region of interest applied for the detection of lanes.

The number of sample images used was not the same but varied according to the lane type. Table 1 lists the experimental results.

Figure 7 shows the results of detection the white solid line, the yellow solid line, the doubled yellow solid line, and the yellow dashed line. When 50 images were included, the detection ratio of the white solid line is $100 \%$. The yellow solid line is detected in 45 images out of 47 that included it. The detection ratio is $95.8 \%$. The double yellow solid line is detected in 69 images compared to a total of 74 that included it. The detection ratio is $93.3 \%$. In addition, the detection ratio for the yellow dotted line is $88.4 \%$. It is detected in 53 images among 60 tested images. The average detection ratio is $93.9 \%$ and the average execution time was 0.367 seconds.

The major reason for the inability to detect the lanes is the increased intensity of the sunlight. It confused us in our effort to classify the vehicle's shadow, or led to roads appearing too bright to allow detection of the color. In regard to the detection of yellow dotted lines, because the interval between the dots is not regular, we have encountered cases where the two dots could not be found in the image.

## 5. Conclusions

The presented research work introduces a classification method for the determination of parking violations using images captured by a camera. The shadow region was extracted from


Figure 6. Original image and region of interest.

(b)

(c)

(d)

Figure 7. The result of the detection of the lanes: (a) white solid line, (b) yellow solid line, (c) doubled yellow solid line, and (d) yellow dashed line.
the image, utilizing information regarding the brightness, and the shadow of the vehicle under consideration was determined using the properties of the region. The ROI was set upon the shadow in order to verify the license plate of the vehicle, and another region of interest was set to the bottom of the vehicle to detect the lane rapidly.

At the ROI, preprocessing was conducted for lane detection, such as for example, the application of morphological operations to restore the damaged lane, and the application of the fuzzy binarization method, Canny operator, and Hough transform. Whether the vehicle was illegally parked or not was determined by the type of the lane, and the comparison of the relative position of the vehicle's shadow and the lane.

We obtained an average detection ratio of $93.9 \%$, and the elicited average execution time was 0.367 seconds in the conducted experiments. Based on the analysis of the results, we felt the necessity to also develop an algorithm to detect lanes from video datasets.
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