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Abstract 

The major problems of recent object tracking methods are related to the inefficient detection of moving 

objects due to occlusions, noisy background and inconsistent body motion. This paper presents a robust 

method for the detection and tracking of a moving in infrared animal videos. The tracking system is based on 

adaptive optical flow generation, Gaussian mixture and Kalman filtering. The adaptive Gaussian model of 

optical flow (GMOF) is used to extract foreground and noises are removed based on the object motion.  

Kalman filter enables the prediction of the object position in the presence of partial occlusions, and changes 

the size of the animal detected automatically along the image sequence. The presented method is evaluated in 

various environments of unstable background because of winds, and illuminations changes. The results show 

that our approach is more robust to background noises and performs better than previous methods. 
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 INTRODUCTION I.

 

Detection and tracking of moving object in digital 

videos are important information about the object 

locations and temporal of each frame. One of the 

main challenges in these applications is detected 

moving objects correctly. In addition, detection of 

wildlife in images and video has been an area of great 

interest. There are many recent methods for 

detection and tracking of moving objects, and all of 

them are difficult to solve noise, complex 

background, and changing animal size.  

When animals are detected in infrared video, each 

frame in this video is the gray scale image that 

means object and background are nearly the same 

intensity. It is difficult to identify object accurately 

using background subtraction methods [1, 2, 9], they 

use the current frame minus the previous frame. 

Other methods use segmentation to detect animal 

but they take a lot of processing time, it is not 

suitable [13]. The mixture of Gaussians method is 

commonly used for the background modeling and it 

can identify any good shape of the density 

distribution, which is used in foreground detection in 

recent years [3, 8, 10, 17]. However, they have 

drawback that create noise detections with varying 

illumination environment. The role of the optical flow 

identifies the observation of animal movement [14]. 

Therefore, GMOF can be used to detect foreground 

pixels precisely.  

In addition, object tracking also has many problems 

especially in wildlife field at night. When animals are 

occluded by something in some consecutive frames, 

recent tracking methods will not being predicted 

these positions.  

Many recent object tracking algorithms create 

foreground region manually and sometimes track fail. 

The CAMSHIFT algorithm [13] usually uses color 

information for object tracking. To verify the center 

point of the probability distribution, CAMSHIFT 

applies the Mean Shift approach. This method is 

really good for single moving object, even multi 

moving objects, which contain some colors. 

However, this method has problem when moving 

object and background are similar color. Optical Flow 

tracking approach [14] finds the modification 
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between moving objects and the background in the 

video. This method has good performance with fast 

velocity of single moving object. Therefore, when 

multi objects move with different velocity and very 

slowly, it is very difficult to identify object location 

accurately. 

In the L1 tracker [15], they used trivial templates in 

the template dictionary such that its sparse linear 

grouping to solve the occlusion case and noising 

image in the target, nevertheless this method has 

problem with complex background. Sometime, they 

will update background part into template. Another 

method of Zhang et al. [16] used an appearance 

model based on extracted features from multi scale 

image with data independent, which compresses 

samples of background and foreground targets using 

the same sparse measurement matrix. When 

samples are compressed in all frames, the resolution 

is too small therefore they are difficult to identify the 

good position of target. 

Kalman filter method is a good recursive filter [7], 

and offers an effective approach to compute the 

state estimation process, and create the minimum 

mean square error estimation. This method predicts 

the most possible object location in the current 

frame based on the results of targets tracking in the 

previous frame, and then search target location in 

the search area will continue to process the next 

frame. The main idea of Kalman filter is used to 

predict and update the object position. 

To solve two issues of object tracking, we suggest 

a robust solution with an adaptive GMOF and Kalman 

model. This paper gives three main contributions: 

- To remove noise detections using adaptive 

GMOF model in the complex environment. 

- To change size of tracking object automatically 

and gradually. 

- To predict the position of moving object using 

Kalman filter model in the effecting occlusion. 

The full process of the proposed method is 

demonstrated in Figure 1. This paper is organized as 

follows: section 2 illustrates our proposed method. 

Section 3 shows the experiment method. Finally, 

section 4 gives our conclusion. 

 

II. PROPOSED METHOD 

 

1. Foreground extraction using GMM and 

Optical Flow 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The overview of our method 

 

1.1 GMM background modeling 

 

In this step, we implement the GMM approach to 

identify the background in a video sequence and 

study only the static background model. We consider 

the values of an individual pixel over time as a “pixel 

process”, which is a time sequences of pixel values, 

for instance: scalars for gray scales or vectors for 

color images. In the video sequence, t is number of 

frames, what is acknowledged by a particular pixel, 

{x0, y0}, as shown in the following equation: 

 

{X1, ... , Xt} = {F(x0, y0, f): 1 ≤ f ≤ t} (1) 

 

, where F is the sequence of consecutive frames. 

The value of each pixel denotes a measurement of 

the radiance in the direction of the device of the first 

object, which intersects by the pixels visual ray. 

With a stationary background and static lighting, that 

value can be reasonably constant. When we accept 

that independent, Gaussian noise is suffered in the 

sampling process, its density can be defined by a 

single Gaussian density distribution centered at the 

mean pixel value. 

The recent history of each pixel, {X1 ,..., Xt}, is 

modeled by a mixture of K Gaussian density 

distribution. Given each new pixel value at the new 

frame, the probability of observing the current pixel 
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value is 
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, where K is the number of Gaussian distribution, wi,t 

is the estimation of weight of the ith Gaussian in the 

mixture model at time t. µ i,t and Σi,t are the mean and 

the covariance matrix of the i
th
 Gaussian. G is the 

Gaussian probability density function: 
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K is represented by the available memory and 

computational power. At this time, K is used from 3 

to 5. The distribution of recently observed values of 

each pixel in the frame is described by a mixture of 

Gaussians. A new pixel value used to update the 

model, which will be determined by one of the major 

components of the mixture model. The standard to 

select whether a pixel belongs to the foreground or 

background is the distance of pixel value to the mean 

of each Gaussian. A pixel is assigned to background 

when its value satisfies: 
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Figure 2 shows a result of GMM background 

modeling in which the foreground label is extracted. 

As we can see, the detecting position of moving 

objects are accurately, however the labels still 

contain some noises and holes which will be 

improved in next step. 

 

In the previous step, a foreground is extracted, but 

it includes a lot of noise in the object, therefore we 

are going to apply the morphology operation to 

improve object detection result. Firstly, we use the 

morphology erosion to eliminate the noise in the 

background: 

 

L = imerode(L, E)       (5) 

 

, where L represents the foreground label, and 

E is the erosion mask. 

 After that the dilation is performed for binary 

image, and these areas of foreground pixels will 

grow in size: 

 

     L = imdilate(L, E)       (6) 

 

When morphology operators are implemented, 

foreground label reduces a noise and it covers 

all the regions of moving objects. The results 

are show in Figure 3. 

 

  

  

Fig. 2. Results of GMM background modeling 

 

  

  

Fig. 3. Foreground extraction. The left column is 

the background modeling. The right column is the 

results after using morphology. 

 

In this step, foreground extraction regions is drawn 

these red rectangles in each frame. We used to 

remove remain noise regions using Optical Flow 

model. In the initial frame, each pixel starts as being 

stationary. When motion is detected at a pixel, its 

nearby region is examined to define the optical flow 

for that pixel. Optical flow systems try to 

approximate the velocity of each pixel given a set of 

nearby frames. We withstand that the region 

matching to the animal will contain the largest 

amount of motion. These white lines denote velocity 

vector in Figure 4. 

We focus the proposed approach on the 

Lucas-Kanade optical flow determination. This 

gradient based method is going to use the constraint 

of constant pixel intensities: 
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I(x, y, t) = I(x + dx, y + dy, t + dt) (7) 

 

The optical flow constraint has an equation as below: 

 

0x x y y tI v I v I            (8) 

 

, where , and tI  indicate the derivatives of the 

image function I(x, y)  with x, y and t respectively. 

The vector V = ( , ) is the velocity vector in x 

and y direction. 

 

  

  

Fig. 4. Remove noise. The left column is the 

foreground detection. The right column is the 

foreground detection using Optical flow. 

 

2. Animal tracking using Kalman filter 

 

Kalman filter method is applied to predict the state 

of a linear system where the state is expected to be 

Gaussian density distribution. On tracking objects of 

consecutive frames in image sequences, the 

continuity of the motion of the detected scene 

permits the prediction based on their previous 

directions of the image. As the moving state in the 

consecutive frames changes slight, the state 

parameters of KF are determined by the object 

location, its velocity, and its size of the object 

correspondingly. For each time step t, KF will give a 

prediction of the state at this time step: 

 

 =  A . +            

(9) 
 

, where 
t

X  defines a vector demonstrating 

process state at time t and A defines a process 

transition matrix. 

In our system of moving objects on digital camera, 

state defines a 4 dimensional vector [x, y, dx, dy], 

where x and y is the coordinates of the center object, 

and dx and dy denote its velocity. The transition 

matrix is simply 

 

A =   

 

Observation equation is the same as below: 

 

              .Xt t tZ H V               (10) 

 

, where 
t

W  and tV
 
represent movement and 

measurement noise vectors which follow Gaussian 

distribution p(w) ~ N (0, Q), p(v) ~ N (0, R) and H 

represents measurement matrix. 

The Kalman filter gives the time update steps by 

projecting approximate error covariance forward 

one time stage: 
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, where 1tP  
defines a matrix indicating error 

covariance in the state prediction at time t, and Q 

represents the process noise covariance. 

 Then Kalman filter update steps are as follows: 

 

        ' ' 1.H .(H. .H )T T
t t tK P P R          (13) 

 

         ' '.(Z H. )t t t t tX X K X            (14) 

 

             ' '. .t t t tP P K H P              (15) 

 

The values of measurement matrix H, measurement 

noise covariance matrix R and process noise 

covariance matrix Q are shown in the following: 

Q = 

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1
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and '
0

P . tK  represents the Kalman gain, which 

expresses the updating weights between the 

predictions and the new measurements as of the 

dynamic model. 

When the animal is identified, the Kalman filter first 

forecasts its state at the current frame, and then it 

uses the newly identified animal position to correct 

its state. This process removes an error in the 

measurement of the object position. When the animal 

is not detected, this method depends on its previous 

state to forecast the animal current position. 

 

 EXPERIMENTAL RESULTS II.

 

In our application, we first show the classical GMOF 

algorithm. The tracking results are implemented 

based on Kalman Filter tracking of moving object. 

This method is implemented in Matlab 2014 on Intel 

Core i7-3770 CPU at 3.40 GHz, 8GB RAM and 

Windows 7 system. 

The tracking approach is denoted as the following: 

firstly we use the GMOF approach to identify these 

animals and to remove noises in each video frame, 

and then the next position candidates will be 

predicted in the next frame by KF algorithm. In 

sequence, the experimental results of animal 

tracking are extracted the moving object in each 

video frame. Lastly, Kalman filter update function is 

used to estimate position of these animals. 

We evaluated the performance of our object 

tracking algorithm with the collected animal video 

sequence on the internet (wild boar, water deer, 

tiger and wild life videos). A lot of previous papers 

used initial rectangle tracking manually; however, 

initial rectangle tracking of the proposed method is 

used to detect automatically based on GMM. We can 

see in Figure 5 and Figure 6, our tracking result can 

provide a good animal position.  We also compare 

results with some good papers [15, 16] in Figure 7 

and Table I, II, III, IV that object tracking results of 

our method are better than others. 

Table 1. Tracking results of wild boar video 

Method 
Our 

method 
L1-tracker[15] RTCT[16] 

Total frame 490 490 490 

Good tracking 
frame 

490 465 400 

Precision (%) 100 94.9 81.6 

Table 2. Tracking results of water deer video 

Method 
Our 

method 
L1-tracker[15] RTCT[16] 

Total frame 814 814 814 

Good tracking 
frame 

811 781 671 

Precision (%) 99.6 95.9 82.4 

Table 3. Tracking results of wild boar video 

Method 
Our 

method 
L1-tracker[15] RTCT[16] 

Total frame 710 710 710 

Good tracking 

frame 
704 663 593 

Precision (%) 99.1 93.4 83.6 

Table 4. Tracking results of water deer video 

Method 
Our 

method 
L1-tracker[15] RTCT[16] 

Total frame 999 999 999 

Good tracking 
frame 

984 925 831 

Precision (%) 98.5 92.6 83.2 

 

 CONCLUSION III.

 

In our paper, we present an object tracking method 

under static backgrounds for animal video sequences. 

Using GMOF and KF, we could get the good tracking 

result with infrared animal video. This method is deal 

with noise in the changing illumination scenes and 

animal occlusion. The tracking results are 

demonstrated by the first considering a moving 

animal where a complete tracking was successfully 

captured. The experimental results showed that the 

accuracy of our method is better than these previous 

methods. In the future works, we will focus on the 

issues in dynamic backgrounds and other animals. 
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Fig.5. The tracking result of our method for animal sequence 

(a) Wild life 

      (b)  Water deer  
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Fig.6. The tracking result of our method for animal sequence 

      (c)  Tiger  

      (d)  Wild boar  
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Fig.7. The tracking result for animal sequence; Red box: Our method; Blue box: L1-tracker 

[15]; Yellow box: Real-time Compressive Tracking [16] 

Frame    126                  230                     375                400 

        420                   480                   510                     540 
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