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Abstract – In this paper we proposed an unsupervised algorithm to estimate the reverberation time 
(RT) directly from the reverberant speech signal. For estimation process we use maximum likelihood 
estimation (MLE) which is a very well-known and state of the art method for estimation in the field of 
signal processing. All existing RT estimation methods are based on the decay rate distribution. The 
decay rate can be obtained either from the energy envelop decay curve analysis of noise source when it 
is switch off or from decay curve of impulse response of an enclosure. The analysis of a pre-existing 
method of reverberation time estimation is the foundation of the proposed method. In one of the state 
of the art method, the reverberation decay is modeled as a Laplacian distribution. In this paper, the 
proposed method models the reverberation decay as a Gamma distribution along with the unification of 
an effective technique for spotting free decay in reverberant speech. Maximum likelihood estimation 
technique is then used to estimate the RT from the free decays. The method was motivated by our 
observation that the RT of a reverberant signal when falls in specific range, then the decay rate of the 
signal follows Gamma distribution. Experiments are carried out on different reverberant speech signal 
to measure the accuracy of the suggested method. The experimental results reveal that the proposed 
method performs better and the accuracy is high in comparison to the state of the art method. 
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1. Introduction 
 
Reverberation is an important problem for all those 

engineers and scientist whom deals in the processing of 
audio signals and room acoustics. Reverberation time 
(RT) is an important parameter in the quality based 
categorization of an auditory enclosure. The speech quality 
and intelligibility observed in an enclosure is indicated 
by the estimated RT of that speech. After switching off a 
sound source present in an enclosed environment, linger 
time of sound is the RT of that enclosure. The time taken 
by the sound level to have a decrement of 60dB than its 
cessation value is also referred as RT [1, 2]. The main 
cause of reverberation is the multi-path propagation of 
reflected signal b(n) from a source to microphone. The 
signal received at the microphone can be expressed as 

 
 ( ) ( ) ( ) ( ) x n h n b n c n= +  (1) 

 

Where h(n) is the impulse response of the enclosure 
and c(n) is the noise present in the enclosure. Some of 
the major issues associated with reverberant speech is 
sounding distinct, echo, lower quality, intelligibility, 
distortion in the energy envelop and fine structure of the 
speech signal. This issue becomes more problematic and 
heightened in the unwired or hands-free systems and 
speech recognition software’s. 

Various algorithms have been developed to estimate 
the RT. In the beginning of the 20th century Sabine [3] 
proposed the first empirical formula for the prediction of 
RT in an enclosed environment e.g. room. The base of the 
formula is purely laid on the geometry (volume and surface 
area) of the enclosed environment and the absorption 
capabilities of the enclosure surfaces. To increase the 
accuracy of the Sabine RT formula, extensive modification 
has been done (for modifications details refer [1]). These 
RT calculating formulae is used in the designing of the 
places where the sound quality has as great importance like 
classrooms, anechoic chamber, concert halls. However, 
to implement these formulae the pre determination of the 
geometry and the absorptive characteristic of the enclosure 
is required. As these determinations are not easily possible 
so new methods is required, based only on the enclosed 
environment radiated test sound signal. 

Such RT measuring methods uses the decay curve, like 
interrupted noise method [4] which used a narrow or wide 
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band noise burst to radiate in the enclosed environment. 
The decay curve is obtained by switching off the noise 
source after reaching its steady state. In RT estimation the 
decay curve slope is used. The fluctuation presence in the 
noise source will result different decay curves from trial to 
trial. The averaging technique is applied on a large number 
of obtained decay curve to get a reliable RT value. In 
another method the segmentation process is used for the 
detection of gaps in the reverberant speech [5, 6] which 
leads to the tracking of sound decay curve. In 1965 
Schroeder addressed this problem by developing a method 
based on the integrated impulse response [7]. In this 
method the narrow or broad band excitation signal is 
replaced by a brief pulse. Schroeder reported an integral 
relationship between the overall average of the interrupted 
noise method, decay curves and the impulse response of 
the room, and thus the recurred trials were unnecessary. 

Schroeder’s method ruled the area of voice signal 
processing for the past few decades however there was a 
need of a blind RT estimation technique, which has the 
ability to estimate RT from the available reverberant 
signals, without using the information of the enclosure or 
in the absence of the test sound signal. In hands free 
telephony devices or hearing aids incorporating, the 
method based on the direct analysis of the sound signal, 
will be very helpful. Recently many method have been 
deployed for the blind RT estimation [2, 8, 9, 10-12], uses 
the reverberant sound (recorded sound) directly for 
estimation. In all these methods, statistical modelling is 
the core followed by the MLE to determine the optimized 
RT. Some semi-blind methods have also been developed 
[13-16] in which the enclosure characteristics are learned 
using neural network approaches. In neural networks 
first the network is trained by a set of data and then 
tested after that it is used for estimation. The estimation 
of reverberation characteristics using only the microphone 
(reverberant) signal is a good tool for the study of 
reverberations [2]. 

Ratnam et al. [2] used noise decay curve approach to 
model the room reverberation characteristics in order to 
develop a blind RT estimation algorithm i.e. completely 
based on the reverberant sound. The test room sound signal 
is incessantly processed to achieve a running RT estimate 
by utilising the ML parameter estimation technique. An 
order statistics filter is used in decision making step to get 
the most probable RT from the pool of estimated RT (over 
a period of time). In [2] the objective of detecting sound 
decay is obtained by using the iterative technique. This 
iterative approach for the detection of the sound decay 
makes the algorithm computationally expensive. Ratnam 
et al. made some changes in his algorithm in [2] in order 
to improve the computational efficiency of it and presented 
a new algorithm in [10]. Lollmann et al. [8] recently 
developed an algorithm based on the sound decay 
statistical model [2] for the blind RT estimation directly 
from reverberant speech. The main advantage of the 

Lollmann et al. method is the detection of the possible 
sound decay via a pre selection method which leads 
towards an improvement in robustness of estimation and 
computational efficiency. In this paper we proposed a 
method for the blind RT estimation based on the Lollmann 
et al. method and a pre selection mechanism for the 
possible decay rate detection and used Gamma distribution 
for modelling the decay rate. 

The rest of the paper is divided in four sections and is 
organized as follows. ML estimation procedure and the 
sound decay model used in the proposed method is 
discussed in Section 2. In Section 3 the estimation 
procedure of RT and its efficiency is discussed. 
Experimental results and proposed algorithm performance 
is evaluated in Section 4, and followed by Section 5 
containing the conclusion. 

 
 

2. Proposed Model and MLE 
 
In this work, to model the reverberant signal energy 

decay, the statistical model used is based on the Gamma 
distribution. When the RT of a reverberant signal falls in a 
certain range then Gamma distribution is used for the 
better modelling of the amplitude distribution of the signal 
[17]. The proposed work is motivated from the method in 
[17]. A figure has been derived here based on the method 
in [17] and it shows the main motivation for this work as 
shown in Fig. 1. As the reverberation time lies in the 
lower range (0-150ms) then the distribution pattern 
followed by signal is Gamma. In current work our main 
focus is on the small chamber such as telephone booth, 
aeroplane chamber (cockpit), ATM booth, where we have 
to develop a method to estimate the reverberation time 
properly such that enhanced speech signal can be achieved 
at the end. In such small chambers, RT generally lies in 
the lower range. Therefore reverberant speech decay 

 
Fig. 1. Reverberant speech distribution and theoretical PDF

of different distribution (Laplace distribution blue
line, Gamma distribution black line, Gaussian
distribution pink line) with zero mean. 
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curve would be modelled in the work based on Gamma 
distribution.  

Hence, the decaying sound reverberant tail is modeled 
by employing Gamma distribution G(x, k, θ) along with 
a sequence of random variables. In G(x, k, θ) k is the shape 
factor and is equal to one for zero mean, θ is the variance 
of the Gamma distribution and x is the random variable. The 
general mathematical expression of Gamma distribution 
probability density is given below [18]. 

 

;ݔ)݂	  ݇, (ߠ = ௫ೖషభ∗௘షೣ ഇൗఏೖ∗⌈(௞)   (2) 

 
where	⌈(݇) is the gamma function of k. For zero mean we put 
k =1 in (2) and becomes [18]; 

 

;ݔ)݂  1, (ߠ = ௫భషభ∗௘షೣ ഇൗఏభ∗⌈(ଵ)   (3) 

 
after simplification and calculating the value of ⌈(1) , (3) 
reduced to [18] , 

 

;ݔ)݂  1, (ߠ = ௘షೣ ഇൗఏ   (4) 
 
In the evolution of model an assumption is made. In this 

assumption the reverberant decaying sound tail is represented 
by y which is the product of x and a . Where x is a random 
process and representing the fine structure, and a represents 
the deterministic envelope. Furthermore, x(n) is supposed as 
an independent and identically distribution (i.i.d.) random 
number sequence valid for n ≥0 , having Gamma distribution 
with zero mean(k =1) and variance θ, G(1, θ). Likewise for 
each and every value of n a deterministic sequence a (n)>0 is 
defined in order to evolve the room decay (y) model [2]. The 
mathematical expression of the decay model is given as. 

 
(݊)ݕ  = (݊)ݔ × ܽ(݊)  (5) 

 
After rearranging the terms, (5) can be written as 
 

(݊)ݔ  =  (6)  (݊)ܽ/(݊)ݕ
 
As y(n) are independent but due to variation in x(n) with 

time the y(n) are not identically distributed and have a 
probability density function G(1, θ a(n)). 

Select a finite observation sequence, n = 0,1,2,..., N −1, in 
order to estimate the decay rate of the reverberant signal. 
For the sake of simplicity and notational convenience, the 
N-dimensional vectors of y and a are announced as y and a 
respectively. Thus the likelihood function of y (the joint 
probability density), parameterized by a and θ is, 

;ܡ)ܮ  ,܉ (ߠ = 1ܽ(0) ∗ ܽ(1)…ܽ(ܰ − 1) ൬1ߠ൰ே 

         × exp	 ቀ−∑ ௬(௡)/௔(௡)ಿషభ೙సబ ఏ ቁ (7) 

where a and θ are the (N +1) unknown parameters that are 
required to be estimated from the observation y. Here the main 
objective is the modelling of sound decay in an enclosure 
and to make some simplification to the acquired likelihood 
function obtained in (7). A supposition is made that the 
reverberant sound signal energy envelop damping is defined 
by a single decay rate σ  in the intermediate free decay regions 
(i.e., the regions followed by steep speech-sound offset) 
instead of the sound ongoing, onset, or gradually declining 
speech offsets regions. This leads to an expression for a(n) 
and is determined by [2], 

 
 ܽ(݊) = −)	݌ݔ݁ ௡

σ
)  (8) 

  
As the N-dimensional parameter a(n) can be expressed in 

terms of σ and a single parameter a, i.e., ܽ = ݁ିଵ σൗ  by using 
a scalar parameter a instead of a(n) and expressed as 

 
 ܽ =  (9)  (σ/1−)݌ݔ݁

 
By putting the value of Eq. (9) in Eq. (8) we get 
 

 ܽ(݊) = ܽ௡  (10) 
 
After incorporating Eq. (10), Eq. (7) becomes 
 

;ܡ)ܮ   ,܉ (ߠ = ଵ௔బ∗௔భ…௔ಿషభ ቀଵఏቁே × exp	 ቀ∑ ௬(௡)/௔೙ಿషభ೙సబ ఏ ቁ (12) 
 
We use mathematical induction to simplify Eq. (12) by 

replacing 0 →N-1 positive consecutive integer by its logical 
equivalent, so that 

 
 0 + 1 + 2 + 3+. . . . . +(N − 1) = ୒(୒ିଵ)ଶ   (13) 

 
After making use of Eq. (13) and terms rearrangements, Eq. 

(12) becomes 
 

;ܡ)ܮ  ܽ, (ߠ = ቀ ଵఏ∗௔(ಿషభ)/మቁே × exp	 ቀ− ∑ ௬(௡)/௔೙ಿషభ೙సబ ఏ ቁ  (14) 
 
For the estimation of the unknown parameters (a,θ) MLE is 

used. First step is to obtain the log-likelihood function, for this 
logarithm is applied on the both side of the Eq. (14) 

;ܡ)ܮ݈݊  ܽ, (ߠ = ݈݊	 ቀ ଵఏ∗௔(ಿషభ)/మቁே × ݈݊exp	 ቀ− ∑ ௬(௡)/௔೙ಿషభ೙సబ ఏ ቁ  
  (15) 

 
Eq. (15) is then simplified by using logarithm identities and 

terms rearrangements  
;ܡ)ܮ݈݊  ܽ, (ߠ = −ܰ(ܰ − 1)2 ݈݊(ܽ) − ݈ܰ݊ (θ)  

 −ଵ
θ
∑ ௬(௡)௔೙ேିଵ௡ୀ଴   (16) 
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By making use of mathematical induction, Eq. (16) is more 
simplified and becomes  

 
;ܡ)ܮ݈݊  ܽ, (ߠ = −∑ ln(ܽ௡ ∗ θ)ேିଵ௡ୀ଴ − ଵ

θ
∑ ௬(௡)௔೙ேିଵ௡ୀ଴   (17) 

 
For the maximum of ;ܡ)ܮ)	݈݊	 ܽ,  .we differentiate Eq ,((ߠ

(17) with respect to a to get the score function S ௔݂[19]. 
 S ௔݂ܮ(ܽ; ,࢟ (ߠ = ;ܡ)ܮ݈݊∂ ܽ, a∂(ߠ  

= − 1ܽ෍ n+ 1
θ

ேିଵ
௡ୀ଴ ෍ ݊ ∗ ேିଵ(݊)ݕ

௡ୀ଴ ∗ ܽି௡ିଵ	(18) 
 
To get the extremum achieved by the log-likelihood 

function, we put the differentiation resultant (Eq. (18)) equals 
to zero, given as 

 
 − ଵ௔∑ n + ଵ

θ
ேିଵ௡ୀ଴ ∑ ݊ ∗ ேିଵ௡ୀ଴(݊)ݕ ∗ ܽି௡ିଵ = 0	 (19) 

 
The estimated value of a, or in other words the zero of the 

scoring function is denoted by ܽௌ௙଴. The value of ܽௌ௙଴ should 
satisfy Eq. (19). For verification that the estimated value of a 
( ܽௌ௙଴ ) maximize the log-likelihood function, the second 

derivate test 
డమ௟௡௅(ܡ;௔,ఏ)డ௔మ ቚ௔ୀ௔ೄ೑బ < 0 , can be performed. 

Similarly, the score function is obtained for θ by following 
the same procedure as followed for a. The log likelihood 
function in Eq. (17) is partially differentiated with respect 
to θ . 

 S θ݂ܮ(θ	; ,࢟ ܽ) = ;ܡ)ܮ݈݊∂ ܽ, θ∂(ߠ
= −

θܰ
+ 1

θ	ଶ ෍ ேିଵ(݊)ݕ
௡ୀ଴ ∗ ܽି௡ 

 (20) 
 
The score function (S θ݂ܮ(θ	; ,࢟ ܽ)) is then put equal to zero 

to obtain an expression for θ . 
 

 −ே
θ
+ ଵ

θ	మ ∑ ேିଵ௡ୀ଴(݊)ݕ ∗ ܽି௡ = 0  (21a) 

 θ	 = ଵே∑ ேିଵ௡ୀ଴(݊)ݕ ∗ ܽି௡ (21b) 
 
The estimated value of θ is denoted by θௌ௙଴	and should 

satisfy Eq. (21a). For the value of θ given in Eq. (21b) the log-
likelihood function will achieve an extremum, for verification 
that the estimated value of θ maximizes the log-likelihood 

function, second derivative test 
డమ௟௡௅(ܡ;௔,ఏ)డθ	మ ቚ

θୀθೄ೑బ < 0 , can be 

performed 
By observing estimation expression of a and θ represented 

by Eq. (19) and Eq. (21b) respectively, it is clear that Eq. (19) 
belongs to the category of the implicit expressions and its 
explicit solution will not exist, on the other hand Eq. (21b) fall 
in the category of explicit expressions and its explicit solution 
exists ,if a is known. It is already defined in Eq. (9), σ is the 

required time constant and to be estimated. 
The mapping of a over the σ is observed and it revealed 

that a∈[0,1) maps one-to-one onto σ∈[0, ∞). The method that 
we used here and the method used in [2] and [10] are similar 
because in both method quantization is the base for the 
estimation of a. To form the histogram of a, first the bins are 
created by quantizing the given range of a. For assigning 
values to these bin likelihood is used. When the likelihood 
values are calculated the maximum likelihood value is then 
assigned to that bin in the histogram. 

Let X values are obtained after the quantization of a 
having the range a∈[0,1). The quantized values of a is then 
represented by ܽ௪, where w=1, 2, 3,..., X and for each ܽ௪ 
the log-likelihood is calculated using Eq. (17) ad is given 
as;  
;௪ܽ)ܮ݊  (ܡ = −෍ ln(ܽ௪௡ ∗ θ)ேିଵ

௡ୀ଴ − 1
θ
෍ݕ(݊)ܽ௪௡ேିଵ
௡ୀ଴ 														(22) 

 
And ܽெ௅ି can be decides as  
 

 σିࡸࡹ = max௔{݈݊ܮ(ܽ௪௡ . θ	)}  (23) 
 
The result obtained from Eq. (23) is then put in Eq. (9) to 

obtain the estimated decay rate (σெ௅ି ). At the end the value 
of RT ( ଺ܶ଴ିெ௅) is calculated by using the formula from [11]. 

 
 ଺ܶ଴ିெ௅ = 6.908 × σெ௅ି   (24) 

 
 

3. Effective Estimation of RT 
 
A looping approach is used in the parent method 

proposed in [2] to estimate the decay rate of the sound, but 
the computational resources requirement for that algorithm 
is significantly high. The computational efficiency of the 
parent technique is enhanced by the algorithm introduced 
in [10] in which the recorded signal is divided into frames 
and then processed instead of processing the whole 
signal to find the free sound decay regions for maximum 
likelihood estimation of the reverberant sound decay rate. 
The computational efficiency can be further enhanced by 
first capturing the reverberant signal free sound decay 
regions and then using those detected region for the ML 
estimation of the decay rate. That is the reason that this 
approach leads to the increment in computational 
efficiency by using only small portion of the reverberant 
signal for processing. This goal can be achieves by an 
estimation procedure proposed by Lollmann et al. [8] and 
have a residue benefit of diluting the outliers effects on RT 
estimated value. To enhance the Maximum Likelihood 
estimation of the Gamma parameters for our proposed 
method, we have used this procedure.  

The reverberant speech signal is used as an input to the 
algorithm and is represented by g(n). The g(n) is a discrete 
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time signal and the n represents its index. The g(n) has 
been processed frame-wise. The samples sequence is 
divided into frame and each frame has D samples, moved 
by an instant of ΔD [8]. The purpose of this division is to 
detect the free sound decay regions and is given as 

 
 G(ϒ,d) = g(ϒ*ΔD + d ) with d = 0,1,...,D−1  (25) 

 
where ϒ∈N. To spot the potential sound decays, pre 
selection is carried out in the first step. This objective is 
achieved by the division of G(ϒ,d )	 into	 T=D/Q∈N sub-
frames. 

 
 ܷ(ϒ, ݅௦௨௕, ݆௦௨௕) 	= ,	ϒ)ܩ	 ݅௦௨௕ܳ + ݆௦௨௕)  (26) 

 
where ݆௦௨௕ = 0,1,2,..., Q − 1 and ݅௦௨௕ = 0,1,2,..., T − 1 
represents subframe indices. In next step we examined the 
maxima and minima of the sub-frame energy to find 
whether these values diverts from the next sub-frame 
values as done in [9].  

 ෍ ૚ିۿ)૛܃
ୀ૙܊ܝܛܒ ϒ, ,܊ܝܛܑ (܊ܝܛܒ > τܑ܊ܝܛ	. ෍ ૚ିۿ)૛܃

ୀ૙܊ܝܛܒ ϒ, ܊ܝܛܑ + ૚,  (܊ܝܛܒ
 (27a) ࢈࢛࢙࢐ܠ܉ܕ ,ϒ)ࢁ} ,࢈࢛࢙࢏ {(࢈࢛࢙࢐ > τ࢈࢛࢙࢏	࢈࢛࢙࢐ܠ܉ܕ. ,ϒ)ࢁ} ࢈࢛࢙࢏ + ૚,  {(࢈࢛࢙࢐
 (27b) ܊ܝܛܒܖܑܕ ,ϒ)܃} ,܊ܝܛܑ {(܊ܝܛܒ < τܑ܊ܝܛ	܊ܝܛܒܖܑܕ. ,ϒ)܃} ܊ܝܛܑ + ૚,  {(܊ܝܛܒ

  (27c) 
 

where τ௜ೞೠ್  is used as a weight and have a range of 0≤τ௜ೞೠ್≤	1. For some frames the above equations (27a, 27b, 
27c) may not be satisfied due to the counter݅௦௨௕, when it 
touches its minimum value1 < ݅௦௨௕௠௜௡ < ܶ − 2 and if this 
is not the case, the inequality check is ceased and the 
incoming signal frame G(ϒ +1,b) is computed. On the 
other hand the sub-frame sequence satisfying Eq. (27a), 

(27b), (27c) leads towards potential sound decay. RT 
( ଺ܶ଴ିெ௅) of the spotted frame is calculated for a finite band 
of RT values by making use of Eq. (22), (23), (9), (24).  

The estimated values of RT i.e. ଺ܶ଴ିெ௅ is the assigned to 
the bins in order to generate the histogram. The RT ( ଺ܶ଴ିெ௅) 
value is update every time when a new value is generated. 
The bin size of the histogram is kept 10 for the sake of 
reducing the computational complexity and enhancing 
estimation accuracy. 

Instead of the first peak, the maximum of the histogram 
is associated to the current estimated RT ( ଺ܶ଴ିெ௅), because 
of the reduced number of outliers (result of the frame pre-
selection process). The frames pre-selection also effected 
the estimated RT variance, reduced it by recursive 
smoothing, and modified the estimation expression. The 
modified RT expression is given as 

 
 ଺ܶ଴ିெ௅(ϒ) = β	. ଺ܶ଴ିெ௅(ϒ − 1) + (1 − β). ଺ܶ଴ିெ௅(ϒ		) (28) 
 
where 0.9 <β< 1 . The RT value is finally estimated by  

 
 ଺ܶ଴ିெ௅ = ݉݁ܽ݊( ଺ܶ଴ିெ௅(ϒ	))  (29) 

 
Table 1 summarizes the blind RT estimation technique 

utilizing the Gamma distribution based statistical model for 
the decay of reverberant sound signal. 

 
 

4. Experimental Result and Discussion 
 
Matlab simulations are carried out to evaluate the 

performance of proposed method for the blind estimation 
of RT. For simulation our first goal was to generate 10 
different reverberant speech signal. For this we convolved 
10 anechoic speech signals with RIRs to get the desired 
signals (reverberant signals). These 10 anechoic speech 
signal are randomly selected from the TIMIT database. 
Five of these are uttered by male and five by female, 
sampled at 16 KHz. The RIRs are obtained from the AIR 

Table 1. The proposed RT value estimation method 

Objective: To use Gamma distribution based energy decay model for RT value estimation. 
System Input: Reverberant speech signal, i.e. g(n). 
Desired Output: Estimated RT, i.e. 60T − . 
Initialization: 1) In (25), D=1631 and ΔD=67 are used. 

2) In (26), Q=233 is used. 
3) In (28), β=0.995 is used. 
4) In (22) and (23), w = 1, ..., X while X = 10 is used. 

Scenario: The aim is to obtain estimated RT value from reverberant speech signal using following steps.  
1) Use (25)-(27) for free decay regions detection, indexed by frame number ϒ . 
2) For the detected regions, use (22), (23), (9), and (24) to obtain ( )60

MLT − . 

3) Apply recursive smoothing via (28) to the estimated RT values, i.e. ( )60 MLT − . 

Output: Use (29) to calculate 60T −  
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estimating the RT values over a wide range we would add 
some modifications to the algorithm in future, to make it 
possible. 
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