# ON DIFFERENCE QUOTIENTS OF CHEBYSHEV POLYNOMIALS 

Seon-Hong Kim and Jung Hee Lee

Abstract. In this paper, we investigate analytic and algebraic properties, and derive some identities satisfied by difference quotients of Chebyshev polynomials of the first kind.

## 1. Introduction

Let $f(x)$ and $g(y)$ be polynomials in the single independent variables $x$ and $y$ with coefficients in the field $\mathbb{C}$ of complex numbers. Cassels et al. [2,3] studied factorizations of $f(x)-g(y)$ as the polynomial in the pair of variables $x$ and $y$. They also considered a trivial case when $f$ and $g$ are the same polynomial since $f(x)-f(y)$ is divisible by $x-y$. In this case, obtaining the factors of the polynomial

$$
\begin{equation*}
\frac{f(x)-f(y)}{x-y} \tag{1}
\end{equation*}
$$

is in general rather complicated. The polynomial of the form (1) also arises in Bezout matrices that have appeared in the literature for a long time. Given

$$
u(x)=\sum_{j=0}^{n} u_{j} x^{j} \quad\left(u_{n} \neq 0\right), \quad v(x)=\sum_{j=0}^{n} v_{j} x^{j},
$$

let

$$
\begin{equation*}
\frac{u(x) v(y)-u(y) v(x)}{x-y}=\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} \gamma_{i j} x^{i} y^{j} . \tag{2}
\end{equation*}
$$

Then $B(u, v)=\left(\gamma_{i j}\right)_{i, j=0}^{n-1}$ is called the Bezout matrix of $u(x)$ and $v(x)$. As a special case of (2) when $v(x)=1$, we have

$$
\frac{u(x)-u(y)}{x-y}
$$
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that is of the same form with (1). Bezout matrix have many applications in inertia and stability problems of polynomials, control theory and system theory and so on, see $[1,5]$. The Bezoutian matrix for Chebyshev polynomials of the second kind has been studied in [9]. They have used Chebyshev polynomials of the second kind to obtain a Barnett-type factorization formula and a triangulartype formula for a generalized Bezout matrix.

Chebyshev polynomials are of great importance in many areas of mathematics, particularly approximation theory. Many papers and books ([6], [8]) have been written about these polynomials. Let $T_{n}(z)$ and $U_{n}(z)$ be the Chebyshev polynomials of first kind and of the second kind, respectively. These polynomials satisfy the recurrence relations

$$
\begin{array}{ll}
T_{0}(z)=1, & T_{1}(z)=z, \quad T_{n+1}(z)=2 z T_{n}(z)-T_{n-1}(z) \quad(n \geq 1) \\
U_{0}(z)=1, \quad U_{1}(z)=2 z, \quad U_{n+1}(z)=2 z U_{n}(z)-U_{n-1}(z) \quad(n \geq 1)
\end{array}
$$

Due to frequent occurrences of Chebyshev polynomials in mathematics and other sciences, it is natural to investigate analytic and algebraic properties, and to derive some identities satisfied by polynomials of the form (1) when $f(x)$ is a Chebyshev polynomial. In this paper we particularly study polynomials of $z$ with integer coefficients

$$
Q T_{n}(a, z):=\frac{T_{n}(z)-T_{n}(a)}{z-a} \quad(z \neq a)
$$

for a constant $a$, and

$$
Q T_{n}(a, a):=\lim _{z \rightarrow a} Q T_{n}(a, z)
$$

Since $T_{n}^{\prime}(a)=n U_{n-1}(a), Q T_{n}(a, z)$ approaches to $n U_{n-1}(a)$ as $z$ approaches to $a$. Also when $n$ is odd, the polynomial $Q T_{n}(a, z)$ can be considered as a generalization of $T_{n}(z)$ in that

$$
Q T_{n}(0, z)=\frac{T_{n}(z)}{z} \in \mathbb{Z}[z]
$$

and $T_{n}(z)$ is a polynomial of $z$ with integer coefficients multiplied by $z$.

## 2. New results

In this section we list our new results about $Q T_{n}(a, z)$, and their proofs will be given in Section 3. Throughout the paper we use $n$ to represent a positive integer. We begin with introducing the recurrence relations of $Q T_{n}(a, z)$

$$
\begin{aligned}
Q T_{n+4}(a, z)= & 2(a+z) Q T_{n+3}(a, z)-2(1+2 a z) Q T_{n+2}(a, z) \\
& +2(a+z) Q T_{n+1}(a, z)-Q T_{n}(a, z)
\end{aligned}
$$

whose proof is straightforward. The proof only depends on the recurrence relations of $T_{n}(z)$.

A first natural step for studying $Q T_{n}(a, z)$ seems to be to express $Q T_{n}(a, z)$ in terms of powers of $z$. Let

$$
Q T_{n}(a, z)=\sum_{k=0}^{n-1} \alpha(k, a) z^{k}
$$

where $\alpha(n-1, a)=2^{n-1}$. The following three propositions are devoted to study the coefficients $\alpha(k, a)$.

Proposition 1. For an even integer $n$,

$$
\alpha(k-1, a)= \begin{cases}a \alpha(k, a), & \text { if } k \text { is odd } \\ a \alpha(k, a)+(-1)^{\frac{n-k}{2}} 2^{k-1}\binom{\frac{n+k}{2}}{\frac{n-k}{2}} \frac{n}{\frac{n+k}{2}}, & \text { if } k \text { is even }\end{cases}
$$

and for an odd integer $n$,

$$
\alpha(k-1, a)= \begin{cases}a \alpha(k, a), & \text { if } k \text { is even } \\ a \alpha(k, a)+(-1)^{\frac{n-k}{2}} 2^{k-1}\binom{\frac{n+k}{2}}{\frac{n-k}{2}} \frac{n}{\frac{n+k}{2}}, & \text { if } k \text { is odd }\end{cases}
$$

where $\alpha(n, a)=0$.
In the example below, we list some coefficients $\alpha(k, a)$ of $Q T_{n}(a, z)$ when $n$ is even, where for an odd integer $k, \alpha(k-1, a)=a \alpha(k, a)$ is easily shown. So we only need to compute $\alpha(k-1, a)$, where $k$ is even.

Example 2. For an even integer $n$, the first few terms of $\alpha(k-1, a)$, where $k$ is even, starting from $\alpha(n-1, a)$ are

$$
\begin{aligned}
& \alpha(n-1, a)=2^{n-1} \\
& \alpha(n-3, a)=2^{n-1} a^{2}-2^{n-3}\binom{n-1}{1} \frac{n}{n-1}=2^{n-3}\left(4 a^{2}-n\right) \\
& \alpha(n-5, a)=a^{2} \alpha(n-3, a)+2^{n-5}\binom{n-2}{2} \frac{n}{n-2} \\
& \alpha(n-7, a)=a^{4} \alpha(n-3, a)+2^{n-7}\left[\begin{array}{c}
\left.4 a^{2}\binom{n-2}{2} \frac{n}{n-2}-\binom{n-3}{3} \frac{n}{n-3}\right] \\
\alpha(n-9, a)=a^{2} \alpha(n-7, a)+2^{n-9}\binom{n-4}{4} \frac{n}{n-4} \\
\alpha(n-11, a)
\end{array}\right)=a^{4} \alpha(n-7, a)+2^{n-11}\left[4 a^{2}\binom{n-4}{4} \frac{n}{n-4}-\binom{n-5}{5} \frac{n}{n-5}\right] .
\end{aligned}
$$

Proposition 3. If $a>0$ and $n<4 a^{2}$, then $\alpha(k, a)>0$ for all $k, 0 \leq k \leq n-1$.

Proposition 4. We have

$$
\alpha(0, a)= \begin{cases}(a-1) \sum_{k=1}^{n-1} \alpha(k, a), & \text { if } n \text { is even and } 4 \mid n, \\ 2+(a-1) \sum_{k=1}^{n-1} \alpha(k, a), & \text { if } n \text { is even and } 4 \nmid n, \\ 1+(a-1) \sum_{k=1}^{n-1} \alpha(k, a), & \text { if } n \text { is odd. }\end{cases}
$$

It is an immediate consequence of Propositions 3 and 4 above that using Rouché's theorem, for $a>1, Q T_{n}(a, z)$ has no roots in $|z|<1$ when $4 a^{2}-n>0$. In fact we shall show in Theorem 7 below that the roots of $Q T_{n}(a, z)$ lie on an ellipse closely inside $|z|=a$. This ellipse will be independent of the degree of $Q T_{n}(a, z)$.

An arbitrary polynomial of degree $n$ can be written in terms of the Chebyshev polynomials of the first kind. In the next theorem, we will see that the polynomial $Q T_{n}(a, z)$ are nicely written in terms of the Chebyshev polynomials of the first kind. Its coefficients are obtained from the Chebyshev polynomials of the second kind.

Theorem 5. We have

$$
Q T_{n}(a, z)=\sum_{k=0}^{n-1} 2 U_{n-k-1}(a) T_{k}(z)
$$

where $\sum^{\prime}$ means a sum with the first term halved. In particular,

$$
Q T_{n}(a, a)=n U_{n-1}(a)
$$

and

$$
U_{n}(z)=\frac{2}{n} \sum_{k=1}^{n} U_{n-k}(z) T_{k}(z)
$$

We now turn to the zero location problems of $Q T_{n}(a, z)$. The study of discriminants has a long history, and the concept of discriminant connects with the ratios of roots of polynomials. The discriminant is also a special case of the resultant between a polynomial and its derivative. More specifically, the resultant of polynomials $p$ and $q$ is defined by

$$
\operatorname{Res}(p, q)=a^{\operatorname{deg} q} b^{\operatorname{deg} p} \prod_{\substack{p(x)=0 \\ q(y)=0}}(x-y),
$$

where $a$ and $b$ are leading coefficients of $p$ and $q$, respectively, and the discriminant of $p$ is

$$
\left.\Delta_{z}(p)=(-1)^{\left(\operatorname{deg}_{2} p\right.}\right) \frac{1}{a} \operatorname{Res}\left(p, p^{\prime}\right)
$$

For more details, see [4]. The discriminants of the Chebyshev polynomials $T_{n}(z)$ is given by simple and elegant formula (see [8])

$$
2^{(n-1)^{2}} n^{n} .
$$

For Theorem 7 and its own purposes we present an explicit formula for the discriminant of $Q T_{n}(a, z)$.

Theorem 6. The discriminant of $Q T_{n}(a, z)$ is

$$
\begin{cases}2^{(n-1)^{2}} n^{n-2}\left(1-a^{2}\right)^{\frac{n-1}{2}} U_{n-1}^{n-3}(a), & \text { if } n \text { is odd }, \\ 2^{(n-1)^{2}} n^{n-2}\left(1-a^{2}\right)^{\frac{n}{2}-1} U_{n-1}^{n-4}(a)\left(1+T_{n}(a)\right), & \text { if } n \text { is even } .\end{cases}
$$

For $-1 \leq a \leq 1$, all the roots of $Q T_{n}(a, z)$ are real and lie in $[-1,1]$ because $-1 \leq T_{n}(a) \leq 1$. However we will see in the next theorem that for $a>1$, the roots of $Q T_{n}(a, z)$ are always lie on an ellipse.
Theorem 7. If $a>1$, then the roots of $Q T_{n}(a, z)$ lie on the ellipse

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{a^{2}-1}=1 \quad(z=x+i y)
$$

and are simple. This ellipse is independent of $n$. In fact, the roots are

$$
\zeta_{j}=a \cos \frac{2 j \pi}{n}+i \sqrt{a^{2}-1} \sin \frac{2 j \pi}{n}, \quad 1 \leq j \leq n-1
$$

By Theorem 7,

$$
Q T_{n}(a, z)=2^{n-1} \prod_{k=1}^{n-1}\left(z-e\left(a, \sqrt{a^{2}-1}, k, n\right)\right)
$$

where

$$
e(a, b, k, n)=a \cos \frac{2 k \pi}{n}+i b \sin \frac{2 k \pi}{n} .
$$

We now follow the theory of Cyclotomic polynomials to obtain another representation of $Q T_{n}(a, z)$. For real numbers $a$ and $b$, define the polynomial

$$
\phi_{n}(z)=\prod_{\substack{1 \leq k \leq n \\ \operatorname{gcd}(k, n)=1}}(z-e(a, b, k, n))
$$

Theorem 8. We have

$$
\prod_{d \mid n} \phi_{d}(z)=\prod_{k=1}^{n}(z-e(a, b, k, n))
$$

and with $a>1$ and $b=\sqrt{a^{2}-1}$,

$$
Q T_{n}(a, z)=2^{n-1} \prod_{\substack{d \mid n \\ d \neq 1}} \phi_{d}(z)
$$

The composition identity $T_{m n}(z)=T_{m}\left(T_{n}(z)\right)$ is well known. A version for quotients of Chebyshev polynomials can be stated as follows.

Theorem 9. We have

$$
Q T_{m n}(a, z)=Q T_{n}\left(T_{m}(a), T_{m}(z)\right) Q T_{m}(a, z)
$$

and so if $n$ divides $m$, then $Q T_{n}(a, z)$ is a divisor of $Q T_{m}(a, z)$.
For more divisibility properties of $Q T_{n}(a, z)$, one may consider irreducibility of $Q T_{n}(a, z)$. Cassels [2] posed a problem polynomial for which polynomials $f$ is the polynomial

$$
\begin{equation*}
\frac{f(x)-f(y)}{x-y} \tag{3}
\end{equation*}
$$

reducible. In [3], Engler and Khanduja contributed this problem by showing that for $f(x) \in \mathbb{Q}[x],(3)$ is irreducible over $\mathbb{Q}$ when $\operatorname{deg} f(x)$ is prime. However if $y$ is a fixed constant, the problem is in different situation. In our problem, using Theorem 9 , we can easily show that for an integer $a$, if $Q T_{n}(a, z)$ is irreducible over $\mathbb{Z}$, then $n$ is prime. But the converse is not generally true. In fact, for an odd prime $n$ and $a=1$, we can prove the following.

Theorem 10. Let $p$ be an odd prime. Then

$$
T_{p}(z)-1=(z-1) f(z)^{2}, \quad T_{p}(z)+1=(z+1) g(z)^{2}
$$

where

$$
U_{p-1}(z)=f(z) g(z)
$$

and both $f(z)$ and $g(z)$ are irreducible polynomials over $\mathbb{Z}$. So $Q T_{p}(1, z)$ is the square of an irreducible polynomial over $\mathbb{Z}$.

By above theorem, for an odd prime $p, Q T_{p}(1, z)$ is not irreducible over $\mathbb{Z}$. However due to numerical evidences, one may conjecture that for $a \in \mathbb{Z}$ and $a \neq \pm 1, Q T_{p}(a, z)$ is an irreducible polynomial over $\mathbb{Z}$. If this is true, it will be a generalization of a well known fact that for an odd integer $n, n$ is a prime if and only $\frac{T_{n}(z)}{z}$ is an irreducible polynomial over $\mathbb{Z}$ (See Theorem 3 of [7]) because $T_{p}(0)=0$. This remains an open problem.

## 3. Proofs

We first prove Proposition 1.
Proof of Proposition 1. Let for $n \geq 1$,

$$
Q T_{n}(a, z)=\frac{T_{n}(z)-T_{n}(a)}{z-a}=\sum_{k=0}^{n-1} \alpha(k, a) z^{k}
$$

Then

$$
\begin{align*}
& T_{n}(z)  \tag{4}\\
= & T_{n}(a)+(z-a) \sum_{k=0}^{n-1} \alpha(k, a) z^{k}
\end{align*}
$$

$$
=T_{n}(a)-a \alpha(0, a)+\sum_{k=1}^{n-1}[\alpha(k-1, a)-a \alpha(k, a)] z^{k}+\alpha(n-1, a) z^{n} .
$$

The left side of (4) is given by the well known formula

$$
T_{n}(z)=\frac{1}{2} \sum_{k=0}^{\lfloor n / 2\rfloor}(-1)^{k} \frac{n}{n-k}\binom{n-k}{k}(2 z)^{n-2 k}
$$

and the proposition follows from comparing coefficients of $z^{k}$ of each side.
Proof of Proposition 3. We only prove the case when $n$ is even and $n<4 a^{2}$. The case for an odd integer $n$ can be shown in the same way. By Example 2,

$$
\alpha(n-1, a)=2^{n-1}>0, \quad \alpha(n-3, a)=2^{n-3}\left(4 a^{2}-n\right)>0
$$

and so it suffices to consider the signs of

$$
\alpha(n-7, a), \alpha(n-11, a), \alpha(n-15, a), \ldots
$$

i.e., $\alpha(n-(4 k-1), a)$ for $2 \leq k \leq n / 4$ because if these are positive, so are all others. For $2 \leq k \leq n / 4$, one can compute

$$
\begin{aligned}
& \alpha(n-(4 k-1), a) \\
= & a^{4} \alpha(n-(4 k-5), a) \\
& +2^{n-(4 k-1)}\left[4 a^{2}\binom{n-(2 k-2)}{2 k-2} \frac{n}{n-(2 k-2)}-\binom{n-(2 k-1)}{2 k-1} \frac{n}{n-(2 k-1)}\right] .
\end{aligned}
$$

If we show that the second term of the right side of the above equation is positive, then the proposition is proven because $a^{4} \alpha(n-(4 k-5), a)>0$ when $k=2$. On the one hand,

$$
\begin{aligned}
& 4 a^{2}\binom{n-(2 k-2)}{2 k-2} \frac{n}{n-(2 k-2)}-\binom{n-(2 k-1)}{2 k-1} \frac{n}{n-(2 k-1)} \\
> & n\binom{n-(2 k-2)}{2 k-2} \frac{n}{n-(2 k-2)}-\binom{n-(2 k-1)}{2 k-1} \frac{n}{n-(2 k-1)} \\
= & n \frac{(n-(2 k-2))(n-(2 k-1))(n-2 k) \cdots(n-(4 k-5))}{(2 k-2)!} \frac{n}{n-(2 k-2)} \\
& -\frac{(n-(2 k-1))(n-2 k)(n-(2 k+1)) \cdots(n-(4 k-3))}{(2 k-1)!} \frac{n}{n-(2 k-1)} \\
= & \frac{n}{(2 k-1)!}(n-2 k) \cdots(n-(4 k-5)) \\
& {[(2 k-1) n(n-(2 k-1))-(n-(4 k-4))(n-(4 k-3))]>0 . }
\end{aligned}
$$

Proof of Proposition 4. Since

$$
\sum_{k=1}^{n-1} \alpha(k, a)=\frac{T_{n}(1)-T_{n}(a)}{1-a}-\alpha(0, a)
$$

we have

$$
(a-1) \sum_{k=1}^{n-1} \alpha(k, a)=T_{n}(a)-T_{n}(1)-a \alpha(0, a)+\alpha(0, a) .
$$

But by (4),

$$
T_{n}(a)-a \alpha(0, a)=T_{n}(0)= \begin{cases}(-1)^{n / 2}, & \text { if } n \text { is even }, \\ 0, & \text { if } n \text { is odd }\end{cases}
$$

Hence

$$
(a-1) \sum_{k=1}^{n-1} \alpha(k, a)=T_{n}(0)-1+\alpha(0, a)
$$

which proves the results.
Proof of Theorem 5. We use induction on $n$. The case $n=1$ is obvious. Suppose it holds up to $n-1$. Then

$$
\begin{aligned}
\frac{T_{n}(z)-T_{n}(a)}{z-a}= & \frac{2 z T_{n-1}(z)-T_{n-2}(z)-2 a T_{n-1}(a)+T_{n-2}(a)}{z-a} \\
= & 2 T_{n-1}(z)+2 a \frac{T_{n-1}(z)-T_{n-1}(a)}{z-a}-\frac{T_{n-2}(z)-T_{n-2}(a)}{z-a} \\
= & 2 T_{n-1}(z)+2 a \sum_{k=0}^{\prime \prime} 2 U_{n-k-2}(a) T_{k}(z)-\sum_{k=0}^{\prime} 2 U_{n-k-3}(a) T_{k}(z) \\
= & 2 T_{n-1}(z)+\sum_{k=0}^{\prime \prime} 2 T_{k}(z)\left[U_{n-k-1}(a)+U_{n-k-3}(a)\right] \\
& -\sum_{k=0}^{n-3} 2 T_{k}(z) U_{n-k-3}(a) \\
= & \sum_{k=0}^{n-1} 2 T_{k}(z) U_{n-k-1}(a) .
\end{aligned}
$$

Using the identity

$$
U_{k}(z) T_{j}(z)=\frac{1}{2}\left(U_{k+j}(z)+U_{k-j}(z)\right)
$$

for all $k, j$, where $U_{-n}(z)=-U_{n-2}(z)$ and $U_{-1}(a)=0$, we have

$$
\begin{aligned}
Q T_{n}(a, a) & =\sum_{k=0}^{n-1} 2 U_{n-k-1}(a) T_{k}(a) \\
& =\frac{1}{2}\left(U_{n-1}(a)+U_{n-1}(a)\right)+\sum_{k=1}^{n-1}\left(U_{n-1}(a)+U_{n-2 k-1}(a)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =n U_{n-1}(a)+\sum_{k=1}^{\left[\frac{n-1}{2}\right]} U_{n-2 k-1}(a)+\sum_{k=\left[\frac{n+1}{2}\right]}^{n-1} U_{n-2 k-1}(a) \\
& =n U_{n-1}(a)+\sum_{k=1}^{\left[\frac{n-1}{2}\right]} U_{n-2 k-1}(a)-\sum_{k=\left[\frac{n+1}{2}\right]}^{n-1} U_{-1+2 k-n}(a)
\end{aligned}
$$

Observe that

$$
\sum_{k=1}^{\left[\frac{n-1}{2}\right]} U_{n-2 k-1}(a)-\sum_{k=\left[\frac{n+1}{2}\right]}^{n-1} U_{-1+2 k-n}(a)=0
$$

and so $Q T_{n}(a, a)=n U_{n-1}(a)$. Hence

$$
\begin{aligned}
n U_{n-1}(a) & =\sum_{k=0}^{n-1} 2 U_{n-k-1}(a) T_{k}(a) \\
& =U_{n-1}(a)+\sum_{k=1}^{n-1} 2 U_{n-k-1}(a) T_{k}(a)
\end{aligned}
$$

This equation holds for any $a$, and so we can replace $a$ by the variable $z$.
Proof of Theorem 6. We note that

$$
\begin{aligned}
Q T_{n}^{\prime}(a, z) & =\frac{1}{(z-a)^{2}}\left[T_{n}(a)-T_{n}(z)+n U_{n-1}(z)(z-a)\right] \\
& =\frac{1}{z-a}\left[-Q T_{n}(a, z)+n U_{n-1}(z)\right]
\end{aligned}
$$

Let $\xi_{1}, \ldots, \xi_{n-1}$ be the roots of $Q T_{n}(a, z)$. Then for any $\xi_{j}$,

$$
Q T_{n}^{\prime}\left(a, \xi_{j}\right)=\frac{n U_{n-1}\left(\xi_{j}\right)}{\xi_{j}-a}
$$

and the discriminant of $Q T_{n}(a, z)$ is

$$
\begin{aligned}
& \Delta_{z}\left(Q T_{n}(a, z)\right) \\
= & (-1)^{\binom{n-1}{2}} \frac{1}{2^{n-1}} \operatorname{Res}\left(Q T_{n}(a, z), Q T_{n}^{\prime}(a, z)\right) \\
= & (-1)^{\binom{n-1}{2}} \frac{1}{2^{n-1}} 2^{(n-1)(n-2)} \prod_{j=1}^{n-1} Q T_{n}^{\prime}\left(a, \xi_{j}\right) \\
= & (-1)^{\binom{n-1}{2}} 2^{(n-1)(n-3)} \prod_{j=1}^{n-1} \frac{n U_{n-1}\left(\xi_{j}\right)}{\xi_{j}-a} \\
= & (-1)^{\binom{n-1}{2}} 2^{(n-1)(n-3)} n^{n-1}(-1)^{n-1} 2^{n-1} \frac{1}{Q T_{n}(a, a)} \prod_{j=1}^{n-1} U_{n-1}\left(\xi_{j}\right)
\end{aligned}
$$

By Theorem 5,

$$
Q T_{n}(a, a)=n U_{n-1}(a)
$$

and hence

$$
\begin{equation*}
\Delta_{z}\left(Q T_{n}(a, z)\right)=(-1)^{\frac{1}{2} n(n-1)} 2^{(n-1)(n-2)} n^{n-2} \frac{1}{U_{n-1}(a)} \prod_{j=1}^{n-1} U_{n-1}\left(\xi_{j}\right) \tag{5}
\end{equation*}
$$

We now compute $\prod_{j=1}^{n-1} U_{n-1}\left(\xi_{j}\right)$. Let $\alpha_{1}, \ldots, \alpha_{n-1}$ be the roots of $U_{n-1}(z)$, where $\alpha_{j}=\cos (j \pi / n)$. Then $T_{n}\left(\alpha_{j}\right)=\cos (j \pi)=(-1)^{j}$ and

$$
\begin{aligned}
\prod_{j=1}^{n-1} U_{n-1}\left(\xi_{j}\right) & =\frac{1}{2^{(n-1)(n-1)}} \operatorname{Res}\left(Q T_{n}(a, z), U_{n-1}(z)\right) \\
& =(-1)^{(n-1)^{2}} \frac{1}{2^{(n-1)^{2}}} \operatorname{Res}\left(U_{n-1}(z), Q T_{n}(a, z)\right) \\
& =(-1)^{(n-1)^{2}} \frac{1}{2^{(n-1)^{2}}} 2^{(n-1)(n-1)} \prod_{j=1}^{n-1} Q T_{n}\left(a, \alpha_{j}\right) \\
& =(-1)^{(n-1)^{2}} \frac{\prod_{j=1}^{n-1}\left((-1)^{j}-T_{n}(a)\right)}{\prod_{j=1}^{n-1}\left(\alpha_{j}-a\right)} \\
& =(-1)^{(n-1)^{2}} 2^{n-1}(-1)^{n-1} \frac{\prod_{j=1}^{n-1}\left((-1)^{j}-T_{n}(a)\right)}{U_{n-1}(a)}
\end{aligned}
$$

Substituting this into (5) yields

$$
\Delta_{z}\left(Q T_{n}(a, z)\right)=(-1)^{3 n(n-1) / 2} 2^{(n-1)^{2}} n^{n-2} \frac{\prod_{j=1}^{n-1}\left((-1)^{j}-T_{n}(a)\right)}{U_{n-1}^{2}(a)} .
$$

Using an identity $1-T_{n}^{2}(z)=\left(1-z^{2}\right) U_{n-1}^{2}(z)$, we may compute that for an odd integer $n$,

$$
\begin{aligned}
\frac{\prod_{j=1}^{n-1}\left((-1)^{j}-T_{n}(a)\right)}{U_{n-1}^{2}(a)} & =(-1)^{\frac{n-1}{2}} \frac{\left(1-T_{n}^{2}(a)\right)^{\frac{n-1}{2}}}{U_{n-1}^{2}(a)} \\
& =(-1)^{\frac{n-1}{2}} \frac{\left(\left(1-a^{2}\right) U_{n-1}^{2}(a)\right)^{\frac{n-1}{2}}}{U_{n-1}^{2}(a)} \\
& =(-1)^{\frac{n-1}{2}}\left(1-a^{2}\right)^{\frac{n-1}{2}} U_{n-1}^{n-3}(a),
\end{aligned}
$$

and for an even integer $n$,

$$
\begin{aligned}
\frac{\prod_{j=1}^{n-1}\left((-1)^{j}-T_{n}(a)\right)}{U_{n-1}^{2}(a)} & =(-1)^{\frac{n}{2}} \frac{\left(1-T_{n}^{2}(a)\right)^{\frac{n}{2}-1}\left(1+T_{n}(a)\right)}{U_{n-1}^{2}(a)} \\
& =(-1)^{\frac{n}{2}} \frac{\left(\left(1-a^{2}\right) U_{n-1}^{2}(a)\right)^{\frac{n-2}{2}}\left(1+T_{n}(a)\right)}{U_{n-1}^{2}(a)} \\
& =(-1)^{\frac{n}{2}}\left(1-a^{2}\right)^{\frac{n}{2}-1} U_{n-1}^{n-4}(a)\left(1+T_{n}(a)\right) .
\end{aligned}
$$

These complete the proof.
For the proof of Theorem 7, we need the following lemma that is easily checked.
Lemma 11. For a complex number $w$ and $A>1$, if

$$
w^{n}+w^{-n}=A^{n}+A^{-n}
$$

then

$$
w^{n}=A^{n} \quad \text { or } \quad A^{-n} .
$$

Proof of Theorem 7. For $z=1 / 2\left(w+w^{-1}\right)$, we have

$$
\begin{aligned}
& T_{n}(z)=\frac{1}{2}\left(w^{n}+w^{-n}\right) \\
& T_{n}(a)=\frac{1}{2}\left(\left(a-\sqrt{a^{2}-1}\right)^{n}+\left(a+\sqrt{a^{2}-1}\right)^{n}\right)
\end{aligned}
$$

The equation $T_{n}(z)=T_{n}(a)$ gives

$$
w^{n}=\left(a-\sqrt{a^{2}-1}\right)^{n} \quad \text { or } \quad\left(a+\sqrt{a^{2}-1}\right)^{n}
$$

by Lemma 11. So the roots of $Q T_{n}(a, z)$ satisfy

$$
z=\frac{1}{2}\left(w+w^{-1}\right)
$$

where

$$
|w|=a \pm \sqrt{a^{2}-1}
$$

We may assume that $|w|=a+\sqrt{a^{2}-1}=: r_{a}$, i.e.,

$$
\begin{aligned}
w & =r_{a} \cos \frac{2 j \pi}{n}+i r_{a} \sin \frac{2 j \pi}{n}, \\
w^{-1} & =r_{a}^{-1} \cos \frac{2 j \pi}{n}-i r_{a}^{-1} \sin \frac{2 j \pi}{n}, \quad 0 \leq j \leq n-1,
\end{aligned}
$$

and so

$$
\begin{aligned}
z & =\frac{1}{2}\left(\left(r_{a}+r_{a}^{-1}\right) \cos \frac{2 j \pi}{n}+i\left(r_{a}-r_{a}^{-1}\right) \sin \frac{2 j \pi}{n}\right) \\
& =a \cos \frac{2 j \pi}{n}+i \sqrt{a^{2}-1} \sin \frac{2 j \pi}{n}, \quad 0 \leq j \leq n-1
\end{aligned}
$$

For $j=0, z=a$ and so the roots of $Q T_{n}(a, z)$ are

$$
a \cos \frac{2 j \pi}{n}+i \sqrt{a^{2}-1} \sin \frac{2 j \pi}{n}, \quad 1 \leq j \leq n-1
$$

and they lie on the standard ellipse

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{a^{2}-1}=1
$$

By Theorem 6, the roots of $Q T_{n}(a, z)$ are simple.

Next we prove Theorem 8. To do this, we need the lemma below.
Lemma 12. Let $n=n_{1} d$. Then

$$
\phi_{d}(z)=\prod_{\substack{1 \leq k \leq n \\ \operatorname{gcd}(k, n)=n_{1}}}(z-e(a, b, k, n))
$$

Proof. By definition,

$$
\phi_{d}(z)=\prod_{\substack{1 \leq r \leq d \\ \operatorname{gcd}(r, d)=1}}(z-e(a, b, r, d))
$$

Now

$$
\frac{r}{d}=\frac{n_{1} r}{n}
$$

and

$$
\operatorname{gcd}(r, d)=1 \quad \text { if and only if } \quad \operatorname{gcd}\left(n_{1} r, n\right)=n_{1}
$$

also $r \leq d$ if and only if $n_{1} r \leq n$. Writing $k=n_{1} r$, we see that $\phi_{d}(z)$ equates to the stated product.

Proof of Theorem 8. Every $k$ such that $1 \leq k \leq n$ has $\operatorname{gcd}(k, n)=n_{1}$ for some $n_{1} \mid n$. When $d$ runs through the divisors of $n$, so does $n_{1}=n / d$. Hence

$$
\prod_{d \mid n} \phi_{d}(x)=\prod_{k=1}^{n}(x-e(a, b, k, n))
$$

Since

$$
Q T_{n}(a, z)=2^{n-1} \prod_{k=1}^{n-1}\left(z-e\left(a, \sqrt{a^{2}-1}, k, n\right)\right)
$$

by Theorem 7, we have

$$
Q T_{n}(a, z)=2^{n-1} \prod_{\substack{d \mid n \\ d \neq 1}} \phi_{d}(z)
$$

with $a>1$ and $b=\sqrt{a^{2}-1}$.
Proof of Theorem 9. The proof follows from

$$
\begin{aligned}
Q T_{m n}(a, z) & =\frac{T_{m n}(z)-T_{m n}(a)}{z-a}=\frac{T_{m}\left(T_{n}(z)\right)-T_{m}\left(T_{n}(a)\right)}{z-a} \\
& =\frac{T_{m}\left(T_{n}(z)\right)-T_{m}\left(T_{n}(a)\right)}{T_{m}(z)-T_{m}(a)} Q T_{m}(a, z) \\
& =\frac{T_{n}\left(T_{m}(z)\right)-T_{n}\left(T_{m}(a)\right)}{T_{m}(z)-T_{m}(a)} Q T_{m}(a, z) \\
& =Q T_{n}\left(T_{m}(a), T_{m}(z)\right) Q T_{m}(a, z) .
\end{aligned}
$$

For the proof of Theorem 10, we need a result of [7] below. Consider a fixed integer $n \geq 2$. Let $h \mid 2 n+2$ and

$$
S_{h}=\{k: \operatorname{gcd}(k, 2 n+2)=h, 1 \leq k \leq n\}
$$

Then

$$
l_{h}:=\left|S_{h}\right|=\frac{\phi\left(\frac{2 n+2}{h}\right)}{2}
$$

Now let

$$
E_{h}(z)=2^{l_{h}} \prod_{\substack{1 \leq k \leq n \\ \operatorname{gcd}(k, 2 n+2)=h}}\left(z-\eta_{k}\right)
$$

where $\eta_{k}$ are the zeros of $U_{n}(x)$.
Theorem 13 ([7]). For any integer $n \geq 2$,

$$
U_{n}(z)=\prod_{\substack{1 \leq h \leq n \\ h \mid 2 n+2}} E_{h}(z)
$$

where the $E_{h}(z)$ are irreducible over $\mathbb{Z}$.
We finally prove Theorem 10.
Proof of Theorem 10. Using an identity

$$
T_{n}(z)^{2}-1=\left(z^{2}-1\right) U_{n-1}(z)^{2}
$$

for an odd prime $p$ we have

$$
\begin{aligned}
\left(T_{p}(z)+1\right)\left(T_{p}(z)-1\right) & =(z+1)(z-1) \prod_{\substack{1 \leq h \leq p-1 \\
h \mid 2 p}} E_{h}(x)^{2} \\
& =(z+1)(z-1) E_{1}(z)^{2} E_{2}(z)^{2}
\end{aligned}
$$

where

$$
E_{1}(z)=2^{l_{1}} \prod_{\substack{1 \leq k \leq p-1 \\ \operatorname{gcd}(k, 2 p)=1}}\left(z-\eta_{k}\right)=2^{l_{1}} \prod_{\substack{1 \leq k \leq p-1 \\ k \operatorname{odd}}}\left(z-\eta_{k}\right)
$$

and

$$
E_{2}(z)=2^{l_{2}} \prod_{\substack{1 \leq k \leq p-1 \\ \operatorname{gcd}(k, 2 p)=2}}\left(z-\eta_{k}\right)=2^{l_{2}} \prod_{\substack{1 \leq k \leq p-1 \\ k \text { even }}}\left(z-\eta_{k}\right)
$$

are irreducible polynomials over $\mathbb{Z}$. The facts $T_{p}(1)=1, T_{p}(-1)=-1$, $\operatorname{deg} T_{p}(z)=p$ complete the proof.
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