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1. Introduction

Face recognition from static images is a

well-established area of research. However,

practical recognition systems do not perform

well in unconstrained situations-it is more

common to rely instead on fairly high quality

images with constraints in the head pose and

lighting conditions. Likewise, many systems do

not cope effectively with varying expressions.

The reason for this different is the large

degree of variability is the large degree of

variability between different images of the same

person (within-class variation). Most systems

seek to reduce the within-class variation in their

representation. Whilst desirable, a reduction in

the within-class variability is usually at the

expense of some between-class variability, thus

limiting the effectiveness of the approach.

Existing methods of reducing within-class

variation are based n analyzing static images.

This can provide a useful first approximation

but is limited by the tendency of different faces

to display different within-class variation; thus,

a model of variation of one individual may not

be directly applicable to another.

In most real-world scenarios for face

recognition applications the image is obtained

from a video camera. Despite this, most current

systems are based on the analysis of static

images. Edwards et al[5][3] have previously

described methods which seek to make use of

observed variation in video sequences to provide

a refined estimate of identity. In this paper we

apply the method to a test set of video

sequences, captured with a 4-month time

difference between the training and test data.

We present results which show that the

dynamic recognition system performs better than

an equivalent static recognition system.

Interpreting face images and video sequences

re-quires some degree of 'understanding' of the
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sources of variation. In particular we are

interested in systems which discriminate

between inter-person and intra-person variation.

Edwards et al.[2] showed that an Appearance

Model can be partitioned into separate

components describing these two types of

variation. This provides the basis for a

principled method of integrating evidence of

identity over a sequence. A further

enhancement[4,13,14] exploits the knowledge that

identity must be fixed over a sequence, leading

to a tracking and identification scheme based on

independent Kalman Filtering of the identity and

non-identity components of a video sequence.

In this paper we compare the performance of

Edwards et al's dynamic scheme against static

recognition of single frames from the same

sequences.

2. Active Appearance Models

We built an Active Appearance Model similar

to that described by Edwards et al[3]. The model

was built using a training set of 768 images, on

which were hand-placed the location of key

landmark features, used to establish

correspondence. This produced a model controlled

by 80 parameters, described by the vector c.

Given a instance of c, the shape, x and

grey-level appearance, g can be reconstructed by:

cQxx s+= , cQgg g+= (1)

where Qs and Qg give the mappings from

parameter space to shape and grey-scale

appearance respectively. The construction of

Appearance Models is de-scribed in detail by

Cootes et al[1]. By varting the elements of c we

can visualize the principal modes of variation of

the model.

Given a target image, the AAM algorithm

provides a method of updating the parameter

vector, C so as to reduce the difference between

a model instance placed in the image, and the

image data which it lies above. Given a good

starting approximation, the algorithm converges

in a few iterations.

The AAM is capable of representing different

identities, however, in a tracking scenario, this

generality becomes a handicap. Once the tracker

has a confident 'lock' on the face, there is an

extra powerful constraint-the identity of the face

must remain fixed. A model that allows the

identity to change clearly lacks specificity, and

thus robustness. However, eliminating identity

variation completely (by modelling a single

individual, say) would prevent the model fitting

un-known faces.

Fig. 1. Effect, of varying the first 3 parameters of the 

'identity' subspace model built using LDA.

By applying Linear Discriminant Analysis to a

set of identity labelled images, Edwards et al[2]

showed that the parameter vector C can be

represented as a linear combination of identity
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parameters, d, and non-identity parameters, r,

according to:

rd RDc += (2)

where D and R are mutually orthogonal

matrices of eigenvectors describing the identity

and non-identity spaces respectively. Since the

columns of D and R are orthogonal, the vectors

d and r can be calculated given a parameter

vector c by the following equations:

T
cDd = (3)

T
rRr = (4)

We trained a partitioned model using the same

set of training images as used for the appearance

model. Each image was labelled according to the

identity of the person. The resulting Partitioned

Model has 45 modes of variation. By varying the

vectors d and r we can visualize the models. The

effect of varying the first 3 parameters of d for

identity is shown in Fig. 1.

The effect of varying the first 3 parameters of

r for non-identity variation is shown in Fig. 2.

3. Tracking Scheme

The AAM is used to provide a measurement

of the full model parameter vector, c in each

frame. By initializing the AAM at the position

of the solution in the previous frame, one

iteration is sufficient.

These estimates of d and r form the inputs

to two separate banks of Kalman Filters. For

the identity parameters d the process model is

assumed to be a simple constant, subject to

noisy measurement. The non-identity

parameters, r are assumed to follow a random

walk. In addition to the model parameters, the

2D scale, translation, and orientation are treated

as following random walks.

Kalman filtering provides a mechanism for

interpreting noisy measurements from a

sequence given an a-priori estimate of the

dynamic process. However, if the dynamic model

does not accurately represent the type of

variation present the method can quickly

diverge. Non-deterministic terms in the filter

mechanism provide robustness, but reduce the

noise suppressing power of the model. Ideally,

the process model should represent the true

dynamics as closely as possible. The constant

filter used to track identity is only valid if the

identity measurement is truly constant. Linear

partitioned models such as the one presented in

this paper assume that images of each individual

will vary in the same way. In practice, this

assumption is incorrect. For example, the

appearance of a long-nosed person varies with

pose change in a different way to the

Fig. 2. Effect, of varying the first 3 parameters of the 

'non-identity' subspace model built by analysis of 

data after 'projecting-out' identity variation.
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appearance of a short-nosed person. Edwards et

al[4] showed that this second order effect

appeared as a linear correlation between the

identity and non-identity parameters during

tracking. Given enough measurements (greater

than the number of parameters) from a

sequence, multivariate linear regression allows

the identity parameters, d to be explained as a

constant ‘corrected’ identity dC plus some

confounding information caused by the variation

in non-identity parameters:

RC Add += (5)

The matrix A and vector dC are calculated

by standard multivariate regression on the

stored observations of d and r. The corrected

estimate of identity dC behaves lie a noisy

constant and is a suitable input to the bank of

Kalman Filters. At the end of a sequence, this

estimate of identity is used for classification.

The full tracking scheme is illustrated in Fig. 3.

Fig. 3. Refined tracking scheme.

4. Verification Performance

The Active Appearance model can be used to

recognize faces in either static images or video

sequences. In general, two faces F1 and F2 can

be compared by fitting the AAM and extracting

identity parameters, d1 and d2. The Linear

Discriminant Analysis used to build the identity

subspace is normalized such that the Euclidean

distance between, d1 and d2 provides a direct

measure of the probability that they are the

same person. We have evaluated static and

dynamic recognition with the commonly used

concept of gallery and probe sequences. The

gallery is used to register individuals with the

system. Given a probe, whether an image or a

sequence, the system must determine witch, if

any, of the gallery match the probe.

4.1. Test Criteria

The algorithm returns a normalized scalar

measure of ‘distance’ between images;

classification performance depends on the choice

of ‘matching’ thresh-old, T, Let ddt be the

'distance' between a pair of images, Id and It

(a database and a test image). We define the

identification decision rule as;

If ddt ＜ T person is the same (6)

ddt ＞ T person is not the same (7)

Given a test image, It, the decision rule is

evaluated for each of the N database images, Id.

This will result in a certain number of accepted

matches, na, and rejections, nr. The average

number of accepted matches and rejections can

be calculated over all the images in the test set,

thus giving a means of evaluating the

algorithm's performance. As the threshold level,

T, is varied the ratio of na to nn will change.

At any particular threshold level, we can

calculate how many of the test images are

correctly matched against training images. This
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figure is known as the True Positive Fraction

(TPF). As the threshold becomes very large the

TPF will approach a value of unity. We can

also calculate the ratio number of matches that

were returned incorrectly, over the total number

of database images. This is often called the

False Alarm Rate (FAR). As the threshold

becomes large the FAR will also approach unity.

4.2. Test Data

The 'gallery' set consists of 24 sequences of 24

different individuals. Each sequence is 20 seconds

long, during which the individual was asked to

recite a paragraph of text. Pose variation was

obtained by asking the person to follow a moving

target whilst reciting. The 'probe' set consists of

7 sequences of each individual in the training set

- a total of 168 sequences.

Each of these sequence is approximately 10

seconds. Each of these sequences, the individual

was asked to repeat a new piece of text, and

was instructed to do so in one of seven 'styles',

happy, sad, afraid, angry, surprised, disgusted or

neutral. Many recent papers have presented

results based on probe and gallery images

captured on the same day, in similar conditions.

This can produce seriously over optimistic

estimates of recognition rates. A clear example

of this is seen in recent results for the FERET(9)

testing program. The program was set up to

evaluate static face image recognition systems.

The main test consists of a gallery set, and two

sets of probe images. One of the probe sets was

captured on the same day as the gallery images,

whist there is gap of between a few months and

two years between the gallery and the second

probe set. There is a significant difference in

performance between the two probe sets - for

the 'easy' test, the best performing algorithm

obtaining close to 100％ TPF for an FAR of 2

5％. On the 'difficult' test the TPF falls to

around 85％. The 'hard' test more accurately

reflects the type of data that might be available

to a useful practical application.

Importantly, in our experiments there was a

gap of 4 months between capturing the gallery

and pose images. The gallery and probe

sessions were captured under different lighting

and camera configurations. Moreover the range

of variation in this image set is generally

greater than that of the FERET images.

4.3. Testing Against a Static Gallery

For The first set of tests we simulated a

typical scenario when the gallery consists of

just one frame of each individual. We randomly

chose one images from each of the gallery

sequences. No preference was given to any type

of image, so whilst some gallery images are

fairly 'easy', others show large pose and

expression variation. Each gallery image was

registered using AAM search, and the identity

parameters extracted. We evaluated the

performance of the static identification system

by random selecting 250 static frames from the

probe sequences. AAM search was used to

extract the identity parameters for each. We

assessed the performance of the dynamic system

by tracking each of the 168 sequences using the

adaptive tracking scheme and extracting the

final, corrected identity parameters for each.

4.4. Testing Against a Dynamic Gallery

The results in Figure 4 show little

improvement over static recognition rates,

although 100％ TPF is achieved for a smaller

FAR. The matching is still limited by the use of
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individual frames to form the gallery. We

repeated the above experiments, but first

registered the gallery by tracking the whole

gallery sequences, thus obtaining corrected

estimates of identity for both gallery and

dynamic probes. The recognition performance

using the dynamically registered gallery is much

higher than the static system.

Fig. 4. Test results for static gallery.

5. Discussion and Conclusions

We have demonstrated that face recognition

can be greatly improved by the analysis of

video sequence rather than static images.

These results validate the methods of Edwards

et al[3] and illustrate the application of specific

and generative modeling techniques. By

decoupling and dynamically refining the

appearance model into identity and non-identity

components, a framework for integrating identity

evidence over time is constructed. As algorithms

reach the limits of performance in static

recognition applications, the results presented in

this paper suggest that further improvements

will be achieved by analysis of video sequences.

We are currently evaluating similar methods

using colour appearance model and models

which are capable of representing a full

front-to-profile pose range.
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