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Channel Transition Analysis of Smart HLS with Dynamic Single Buffering
Scheme

7 = gr

Chong-il Kim  Min-goo Kang Dong hyun Kim Inki Kim
2 o

E =R = OMOver The Top)7t A 'dAEf ol U—}E]- 2207 Ao EA, 19 Ut L HE&(bitrate)E HAE3t7] 913
220}LE HLSHTTP Live Streamn) S &S A8t HS SRE-S AntE O/ AEW 7 AZHS HHFEE HIS A HM QT Z&}ol 3l
E Alol9 gz 2YUHY 3l o] Y8 o= HES T FA3 P EZoF vt 2EYS zx%o}_,__‘ AAE ) A okt
20lE OTE HH9 HESE BHydS Fo2A #o]H 9 VOD(Video On Demand)HITI L5 A 4= Ut}

ol 3 HIS ZPEFE2 HIIHE 2] 9] H.265 MPEG-2 TS(Transport Stream) H]T] 2.9} ¥ Zéia =gl 21% m3u8 T AntE
o7t At o] 24 AAs ©d WY 7|uke] 2nlE One 2 A Ad d9E &3 5353505 vobel st 454 vE
&5 FEFoEA YgFo] &gt HuUY volHE HAHYLR HH HtE HFT F AUt

7 | 2 = 32 7 el 73 3 A A3

“

Kyung-sik Han

= FAO] : HLSHTIP Live Stream), T WHF, H|T L HIEE, H9E 247], tha AA

ABSTRACT

In this paper, we propose a smart HLSHTTP Live Stream) platform with dynamic single buffering for the best fransmission of adaptive
video bit-rafes. This smart HLS can optimizes the channel transition zapping-time with the monitoring of bandwidth between HLS server
and OTTI(Over The Top) client. This platform is designed through the control of video stream due fo proper multi-bitrates and
bandwidths. This proposed OTT can decode the live and VOD(Video On Demand) videos with the buffering of opfimumal bitrate. And,
the HLS can be cooperated with a smart OTT, and segmented for the m3u8 files of H.2656 MPEG-2 TS(Transport Stream) videos.

As a resullt, this single buffer based smart OTT can fransmit optimal videos with the maximum data buffering according fo the
adaptive bit-rate depending on the network bandwidth efficiency and the decoded VOD video, foo.

= keyword : HLS(HTTP Live Stream), single buffering, video bitrate, bandwidth resolution, multi-session

1. Introduction

IP broadcasts are separated by IPTV services using the
managed network and OTT (Over The Top) services using an
unmanaged network. Adaptive buffering technique is very
important to reduce the channel disconnection and improve
channel zapping speed at OTT client using unmanaged network
which is not guaranteed QoS(Quality of Service) [1].
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Streaming transmission of OTT is HTTP(Hyper Text
Transfer Protocol), RTP(Real-time Transport Protocol),
RTSP(Real Time Streaming Protocol). HTTP transmission is
used for the OTT services, because HTTP ensures the transfer
of all data packets that are sent to destination [2].

Media transport protocol based on the HTTP transmission
scheme has the MPEG (Moving Picture Experts Group) -DASH
(Dynamic Adaptive Streaming over HTTP), and HLS (HTTP
Live Streaming) with dynamic single buffering[3].

HLS streaming is designed to transmit audio and video based
on general web server to iOS based on mobile devices,
android-based mobile devices with adaptive video bit rates [4].

In this paper, we present dynamic single buffering to shorten
the zapping time of channels, as a result of optimizing buffering
algorithms based on adaptive bandwidth.
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2. Analysis of HTTP Live Streaming

HLS standard in 2009 is made to solve the problem of
delivering video to mobile devices over varying bandwidths
using adaptive streaming with adaptive bit-rate video delivery
for the dynamic bit-rate optimization of stream buffering, and
for the channel surfing based on smart OTT [5].
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Fig. 1. Adaptive HTTP streaming with dynamic bitrate

2.1 Overlaying hybrid IPTV and smart OTT

For reducing the zapping time of HLS for smart OTT,
dynamic bitrate optimization can still be challenging, if many
different encoding profiles are required. But, even for a smaller
standalone OTT deployment, flexibility is required in the
encoding solution of HLS-server and OTT-client [6].
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Fig. 2. Design of smart OTT with channel-changing

2.2 Zapping time analysis of smart OTT

In traditional TV broadcast and cable technology,
zapping(channel-changing) time is instantaneous since it only
involves the TV receiver tuning to a specific carrier frequency,
demodulating the content, and displaying it on the TV screen
with smart OTT.

When a user switches to a new channel, the STB(Set Top
Box) has to issue a new channel request towards the network.

Since video distribution is done via multicasting, this is
translated into leave and join multicast requests. These are
handled by a group management protocol IGMP (Intemet Group
Management Protocol) between HLS and OTT [7].

Fig. 3. IGMP analysis for HLS server/smart OTT

Many video services also employ content encryption,
so the encryption keys must be acquired and provided
to the decryption for decrypting the content, and this
also adds to synchronization delay during transmission.
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Fig. 4. Design of zapping(channel-changing) time

A key problem of HLS is that it is restricted to one
DRM(Digital Right Management), and so is not likely to gain
wider adoption in the OTT beyond Apple iOS. The following
[table.1] summaries the main differences between the various
ABR(Adaptive Bit Rate) solution[8].

Table 1. Analysis of difference among ABR solutions

Feature Apple Microsoft  Adobe MPEG-DASH
Adaptive
streaming HLS Smooth HDS MPEG-DASH
1echnology 9
H.264/AVC or other
Codecused  H.264 H264VC-1  H264,WPE  MPEG codec family
(SVIC, MVC, HEVIC)
Open standard  No Na No Yes
HBLTV, Youiew
Adopted by published DASH
incusiry No Mo Ho 350D “DECE and
ECRCONR DLNA work on a
DASH based standard
Subtitle support  Partial Yes Partial Yes
Multiple: audic .
e W4 onily Yes Mo Yes
Interop testing  No No Mo Yes
Trick mode
Mt Parsial Yes Pasial Yeos
Requires chunk  Requires Requires
GOM friendly  carnage specific I1S-7  specific FMS  Yes
optimization server sarver
105, Mac, Xbox.
= ) . PC, Xbox, Liméted in 2012 TV,
D Al STHATV PG Tabiet, phone in 2013,
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2.3 Dynamic Bit-rate of smart OTT

In order to analyze the channel-changing time, we define
the zapping time which is related to channel transition between
STB tuner operation(OTT) and stream server-HLS streaming
of video presentation. In Fig. 5, HLS based adaptive streaming
mode is designed for the bit-rate optimization of smart OTT
with media segments of m3u8 files of H.265 MPEG-2 TS [8].

Media Playlists

N

Master Playlist cellular_video.m3us8
™ A
= =3
| B | L J | B
masterplaylist.m3ug |
wifi_video.m3uB L .
\i;\_ .

AppleTV_video.m3ug

Fig. b Design of HLS based adaptive streaming

For the dynamic bit-rate optimization, the analysis of zapping
time is proposed with proxy in Fig. 6. There are three other
reasons to buffer incoming of packets in the decoder of smart
OTT like in Fig. 7 [8][9][10].

In Fig. 8, HITP traffic is analyzed in Galaxy S4 with LTE-A
using YouTube APP. During watching live video, contents are
requested, and delivered with HLS and OTT, H.264 CODEC,
and 5 second-chunk duration.

Server Distrinution
rigin web sarver
Madia oncoder Stream segmenier ‘_\
MPEG-2 —
Ingn |
iransport h
s |
Audiaivided | |
puis
HTTP
smart OTT

Fig. 6. Zapping analysis of smart OTT with proxy

Zapping|
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Fig. 7. OTT decoding process of HTTP ABR
streaming
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Fig. 8. HTTP traffic analysis diagram with HLS/OTT

In Fig. 9, HTTP adaptive bit rate is analyzed from 64
Kbps(itag 151) to 2.8Mbps (itag 95), and 758Kbps (itag 93),
1.47Mbps (itag94) depending on the chunk quality of LTE-A
and Wi-Fi for YouTube Live TV [12].

T YouTube Adaptive (SVN Rey 40429 from /trunk-1.6)]

Bl Edt Yew Go Camture Anabe Statstcs Telphony Took Jntemas Heb

Uepaw EEXZE A¢*aT2 BR QQQAD B8 % B
Fitr: | hep,requestmethod == GET) &4 p.cot =[N~ ~ Evression.. Clear

Tim » Source Protocol | Info Video Quality (701
19.13192.168,137.21 HTTP  GET /videoplayback/id/Lrvsvisz7sq.1[Ttag/151]source/yt_1ive_broadcast/s
21.00192.168.137.21 KTTP  GET /videoplayback/id/Lrvsvisz?5Q.1]1tag/95/Jource/yt_l1ve_broadcast/sof's7
21 TP GET /videoplayback/id/Lrvsvisz75q.1]itag/93/fource/yt_1ive_broadcast/s
2 HTTP  GET /videoplayback/id/Lrvsvisz?sq.1)itag/94/Jource/yt_]ive_broadcast /s 0177
21 TP GET /videoplayback/id/Lrvsvisz7sq.1]1tag/95/Jource/yt_live broadcast/so 4738027
)3 Sll?’ I§8 137.21 WTTP GET /videoplayback/id/Lrvsvisz?$Q.1)itag/92/Jource/yt. 1 ive broadcast /s 027r]
34.70192.168.137,21 WTTP  GET /videoplayback/fd/Lrvsvisz?5Q.1]1tag/93/Jource/yt_live_broadcast/sq}
36.11192.168.137.21 WTTP  GET /videoplayback/fd/Lrvsvisz75Q.1{itag/94/Jource/yt_]1ve_broadcast/s
38.25192.168.137.21 WTTP  GET /videoplayback/id/Lrvsvisz75q.1]itag/94/ource/yt_1ive_broadcast/s
40.92192.168.137.21 WTTP  GET /videoplayback/id/Lrvsvisz?$Q.1]1tag/95/Jource/yt.11ve broadcast/s

42.47192.168.137.21 HTTP  GET /videoplayback/id/Lrvsvisz75Q.1)1tag/95/Jource/yt_11ve_broadcast/s
48.29192.168.137.21 HTTP  GET /videoplayback/id/Lrvsviszr5Q.1)itag/95/Jource/yt_]1ve_broadcast/s
49.53192,168.137.21 TP GET /videoplayback/id/Lrvsvisz75Q.1]itag/95/Jource/yt_l1ive_broadcast/s
55.65192.168.137.21 WTTP  GET /videoplayback/id/Lrvsvisz75q.1]1tag/95/fource/yt_1ive_broadcast,/s:
62.89192,168.137.21 TP GET /videoplayback/id/Lrvsvisz7sQ.1itag/95/Jource/yt_11ive_broadcast/s
64.46192.168.137. 21 HTTP  GET /videoplayback/id/Lrvsvisz?5q.1]itag/95/Jource/yr 1 1ve_broadcast/sqf'4736127r|
68.60192.168.137.21 WTTP  GET /videoplayback/id/Lrvsvisz7sq.1itag/95/Jource/ye_1ive_broadcast,/sof/4738137r]

Fig. 9. HTTP analysis of adaptive bit rate videoin
Galaxy S4 with LTE-A using YouTube APP
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3. Design of Dynamic Single Buffering

Single buffering is designed for playing media without
disconnection. One HTTP session is connected with HLS server,

but this paper presents multiple session with allowed network

bandwidth for seamless video transition without delay like Fig.

10-12.
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Fig. 10. Design of dynamic single buffering for
seamless video transition without delay

Setdata source URL
0On player0
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on player(
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Fig. 11. Flowchart design of dynamic single

buffering
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4. Simulation & Result Anaysis

In Fig. 13, HLS server and WiFi access point are connected
with smart OTT device including OTT application like Table
2 for the analysis of zapping time based on an OTT client from

smart HLS [13-

15].

Table. 2. Spec. of simulation environment

Device

Specification

Smart OTT/5TB

Hisilicon Hi3719M Dual Core CPU based Set Top Box
RAM 1Gbyte, Ethernet 10/100-T

Access Pointer

Kaon AR3010 80211 a/b/g/n/ac based AP
Suppert QoS

Create Playerl

Wowza Media Server 362

HLS Server
HLS, RTP, VOD Streaming
Animation, Running Time : 2m20s
Setdata source URL Channel #1
On player 1 Bitrate: 3M, 6M, 10M, 15M, 20Mbps
Channel Animation, Running Time : 3m27s
B Channel 52 2 :
Setdisplay on player1 Information Bitrate: 3M, 6M, 10M, 15M, 20Mbps
Flight Video, Running Time: 4m18s
Channel #3 7
Bitrate: 3M, 6M, 10M, 15M, 20Mbps

Prepare playerl
SetOnPrepared listener
on player 1

Set OnCompletion listener
on player1
Setaudio/videotype
on player 1

Channel 1 1t emwironmant

Chasnel 82 test environmaent

Chancel 23 est emviroament

T,: Time Buffer

Ta=T, %5,
T+ Coleulated Buffer
g 1 T,
Setplayer1 Tu + Zopping Time A .}
as nextmedia player0 ) i A
B, : Bitrate
B, : Bandwidth

Fig. 13. Experimental analysis of zapping time
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Table. 3. Zapping analysis of channel transition

. [ _chamelrios2 | chomneli2to s | chonel 30 1| ideo Vaue
AP bandwidth| single | sdaptive | single | sdaptive | sngle | sdaptve | [deal Tume
1000 234 063 3451 a7 40.28 059 30
2000 745 0.69 1493 073 19.42 074 15
5000 385 0.69 471 0.69 EA T 067 [

B000 1% 069 382 072 5.08 072
10000 266 0.65 355 063 368 067 3
15000 17 065 26 0.65 235 0.68 2
20000 258 057 209 068 LY 071 2
25000 2 0.56 233 0.58 186 0.62
30000 1 052 12 058 634 065 1
channel 71 to 72 channel #2 to 73 channel #3 to 71 Tdeal Value
[A° bandwidth| single | adoptive | sngle | adoptive | single | _adaptive | Tdeal Time
35000 L1 0.56 151 058 139 068
40000 18 036 125 084 158 on
45000 158 0.65 134 o7 135 066
50000 147 047 12 053 137 064 1
55000 133 064 12 057 138 064
60000 108 0.52 LIS 085 126 048
65000 116 0.56 1 063 151 | 065 o
70000 134 063 125 o 12 065 0
80000 1.4 059 113 0.65 128 061 1]
90000 109 0.56 L16 057 1.28 0 1]
100000 12 036 108 087 119 054 0

In Fig. 13, zapping time(channel #1 to #2, channel #2 to
#3, and channel #3 to #1) is analyzed by changing of network
bandwidth which is from 1Mbps to 100Mbps with fixed video
rate(6Mbps) from Tcs.

Single Buffering Zapping Time based an
network bandwidth change

| —#—chamel#1102)

1| == chemel2t033|

chamel#3t0 41

Adaptive Buffering Zapping Time based on
network bandwidth change

Wetwork bandwidthibitjsec)

dtbitjseq

Fig.14. Zapping time analysis for single buffering

4. Conclusions

In this paper, channel zapping time is significantly reduced
with dynamic single buffering according to network bandwidth
and video bit-rate with canning through different television
channels to find something interesting to watch, and the number
of buffering is reduced with media transfer to others in seamless
video transition without delays.

As a result, this smart HLS platform with OTT will be useful
in 4K and 8K systems which have high quality of video
resolution with dynamic buffering depending on the channel
condition for the wide availability of the remote control for
the future.
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