
ISSN 1975-8359(Print) / ISSN 2287-4364(Online)

The Transactions of the Korean Institute of Electrical Engineers Vol. 65, No. 12, pp. 2138 2144, 2016

http://dx.doi.org/10.5370/KIEE.2016.65.12.2138

2138 Copyright ⓒ The Korean Institute of Electrical Engineers

 This is an Open-Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/

licenses/by-nc/3.0/)which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.

컴퓨터 비전 기반 시각 장애 지원 모바일 응용

A Computer Vision-based Assistive Mobile Application for the Visually Impaired

Arnel A. Secondes* ․ Nikki Anne Dominique D. Otero* ․ Frank I. Elijorde* ․ 변 영 철

(Arnel A. Secondes ․ Nikki Anne Dominique D. Otero ․ Frank I. Elijorde ․ Yung-Cheol Byun)

Abstract - People with visual disabilities suffer environmentally, socially, and technologically. Navigating through places and 

recognizing objects are already a big challenge for them who require assistance. This study aimed to develop an android-based

assistive application for the visually impaired. Specifically, the study aimed to create a system that could aid visually impaired 

individuals performs significant tasks through object recognition and identifying locations through GPS and Google Maps. In this 

study, the researchers used an android phone allowing a visually impaired individual to go from one place to another with the 

aid of the application. Google Maps is integrated to utilize GPS in identifying locations and giving distance directions and the 

system has a cloud server used for storing pinned locations. Furthermore, Haar-like features were used in object recognition.
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1. Introduction

Vision is an essential ability of a human being. The 

absence of such can negatively affect a person. It limits his 

capacity to be a functional member of society. Just recently, 

an estimate by the World Health Organization (WHO) states 

that 285 million people worldwide are visually impaired[1]; 

while 39 million of these are blind, an estimated 246 million 

have low vision. Without additional interventions, these 

numbers are predicted to significantly increase by the year 

2020[2]. A huge percentage of visual impairments can be 

avoided and even cured; unfortunately, 90% of the visually 

impaired live in developing countries which do not have 

sufficient treatment and support options available to help 

them deal with such disability. In addition, 65% of the 

visually impaired are aged 50 years or older and this 

number is projected to increase[3]. 

Several accessibility and mobility problems are encountered 

by blind and visually impaired people in their everyday life. 

These tasks or situations usually involve physical constraints, 

which are sometimes impossible for them to overcome[4]. 

Such difficulties can be attributed to the lack of autonomy or 

information that could assist them in avoiding obstacles. For 

instance, moving through an unknown environment becomes 

a real challenge when we can’t rely on our own eyes[5]. 

Since dynamic obstacles usually produce noise while moving, 

blind people develop their sense of hearing to localize 

them[6]. However they are reduced to their sense of touch 

when the matter is to determine where or what an inanimate 

object exactly is. Then the issues dealing with communication 

and access to information are pointed out. Here a significant 

help is offered by software applications for computers and 

touch-screen devices equipped with speech synthesizers that 

enable browsing the internet and access to text documents.

Many of the commercially-available assistive products are 

beyond the financial reach of the common population while 

most state-of-the-art technologies are hard, especially for 

the elderly, to grasp. Such a situation raises the fact that 

there is an urgent need to develop solutions which are 

cost-effective, intuitive and make use of commonly available 

technologies such as smartphones or tablets. Mobile phones 

are nowadays ubiquitous, even among blind and visually 

impaired users. As trend has it, it is observed that phones 

with physical keypads are becoming less popular. This 

introduced a new usability barrier for the visually-impaired 

who had to go through difficulties in handling small touch- 

screen devices. Fortunately, new user interfaces that utilize 

touch gestures have significantly improved user-friendliness 

of the touch-screen devices for the blind. If deployed in a 

capable device, computer vision technology has the potential 

to assist blind individuals to independently access, 

understand, and explore such environments.
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The general objective of this study is to develop an 

android-based assistive mobile application that aids visually 

impaired people through object recognition and navigation. 

Specifically, the study aims to develop a mobile application 

that could recognize objects with the use of Haar-like 

features, identify user’s current location and give distance 

information using Google Maps, respond to human speech 

and produce voice feedbacks.

2. Related Works

 

Robust and efficient object recognition systems can be of 

great help to people with severe vision impairment to allow 

them to access unfamiliar environments without frequent 

assistance. However, recognizing generic objects in the 

surrounding environment is a major challenge for the visually 

impaired for which few assistive technological solutions have 

been devised to date. Previous solutions make use of 

alternate sensing technologies, such as RFID[7], sonar[8] and 

infrared[9] for this task, thus, avoiding some of the inherent 

drawbacks associated with strategies based on computer 

vision. However, the aforementioned technologies also suffer 

from limitations of their own- they all require special sensing 

equipment. For instance, infrared and RFID require specific 

tags; on the other hand, sonar and infrared may not be very 

effective in indoor environments because the obstacles 

present in such surroundings may cause the reflected echoes 

to become distorted resulting in unreliable information being 

conveyed to the user.

Another application intended for the blind users is the 

EyeRing project[10]. It is a finger-worn device that 

communicates with an Android mobile phone. The EyeRing 

comprises a VGA mini-camera, a microcontroller, a Bluetooth 

connection module and control buttons. The task of the 

mobile device is running speech processing algorithms and all 

computer vision algorithms. The currently implemented 

functionality of the device is: detection of banknotes, 

recognition of colors and distance calculation which is 

supposed to work as a “virtual walking cane”. This solution, 

however, is costly and requires an additional device to be 

worn by a blind user.

DORA[11], an object recognition system, using artificial 

neural networks and capable of recognizing a set of 

pre-trained object that aims to provide visually impaired 

people a camera-based detection system that would help 

them recognize surrounding objects and their descriptive 

attributes (brightness, color, etc.), and announce them on 

demand to the patient via computer-based voice synthesizer. 

The similarity of the study with the proposed system is to 

assist visually impaired people recognized the surrounding 

objects and their descriptive attributes and announce them 

verbally via voice synthesizer.

In [12], location-based services provide the mobile clients 

personalized services according to their current location. The 

authors propose the implementation of location-based services 

through Google Web Services and Walk Score Transit APIs on 

Android Phones to give multiple services to the user based 

on their Location. Some feature is similar with the proposed 

system like using positioning methods to discover the 

position of the mobile to identify the location of the user. 

The proposed application supports Google API and generates 

data from the Google Maps. What is unique with our system 

is that the application processes the coordinates more 

frequently for added accuracy and it can tell the user’s 

current location and the travel time for his desired 

destination. 

The work in [13] utilized location based services are 

used for obtaining the location of the user and utilizing this 

to provide a service. LBS services can be categorized as 

triggered LBS services (push services) and user-requested 

LBS services (pull services) In a triggered (push) LBS 

service, the location of user's mobile device is retrieved 

when a condition set in advance is fulfilled. In a 

user-requested (pull) LBS service, the user decides whether 

and when to retrieve the location of his/her mobile device 

and use it in the service. The proposed system is akin with 

this study in a way that they both aim to obtain the 

location of the user and utilize the information to provide 

service. What’s unique with our system is that the user can 

pin a location and have a codename for it, its data is 

stored in the system’s server.

Currently there are several similar image analysis 

applications for mobile devices available on the market. 

LookTel[14], is a commercial application dedicated for 

iPhones, that is intended to recognize an object within the 

camera’s field of view whose image was previously stored in 

a local database. The application is intended to help visually 

impaired people to recognize household objects.

Meanwhile, utter! Voice Commands is a free intelligent 

personal assistant for Android created and developed by 

Brandall. With the help of this app, a lot of tasks can be 

carry out by simply speaking to your tablet or smartphone. 

It can handle the basics, like navigating to a destination, 

speaking the time and weather, post to Facebook and 

Twitter, and set alerts or calendar appointments. utter! is 

accessible through speaking which is similar to what the 

proposed application aim to achieved, an application that 
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Fig. 3 Sequence Diagram of the System

Fig. 1 System Architecture Fig. 2 Activity Sequence of the System

would be easy for the visually impaired people to use 

because of its voice command.

3. System Architecture 

Shown in Fig. 1 is the architectural design of the proposed 

system. The system is deployed in an Android phone which 

enables it to recognize objects and give location and direction 

information. Google API is integrated to determine locations 

while Open CV is incorporated for identifying objects. When 

the camera is activated and directed to the object the 

application identifies the object through speech feedback. In 

location and direction information, the system fetches data 

from Google API through post request, JSON decode will then 

be used to get the location and direction information and the 

output data is fetched and presented to the user through 

voice feedback.

In Fig 2, the activity sequence of the system is shown. 

The system has two main functions, the safest route and 

object recognition. Upon start-up if the user chose the 

function safest route the user will set the location and 
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Fig. 4 Deployment Diagram of the System

       Fig. 5a Start-up UI      Fig. 5b Home UI

      Fig. 5c Direction UI   Fig. 5d My Location UI

destination and the output response will be a speech 

feedback. Otherwise, if the user chose object recognition the 

camera will be activated and the user will direct the camera 

to the object for it to be identified.

The sequence diagram in Fig. 3 shows the interaction of 

the objects within the system. The safest route function has 

other sub functions: set location, set direction, and save 

location. In set location, the user will say the command “My 

location” and the application will get its current location 

through GPS and the data will be sent to Google API for 

JSON decoding. In set direction, the same process with set 

location in getting the current location, after the getting the 

current location it will get the desired destination in the 

server and it will then be sent to Google API for processing 

of the direction, duration of travel and distance to travel. In 

saving location, the application will get the current location 

and save it to the database. Object recognition is the 

second function of the application, where the user will say 

the command “camera” to open the camera and identify the 

object using Open CV.

4. System Implementation and Evaluation 

The researchers’ proposed system has two main functions: 

object recognition and safest route and has a feature of voice 

commands/feedbacks. Object Recognition is implemented 

using Open CV, a library of programming functions, and its 

Haar-like Features component is specifically used. As for 

Safest Route, the system will inform the user through speech 

feedback of his current location and direction instructions 

for his desired destination. The user can pin his usual 

locations and have a codename for it. Once pinned in the 

Google Map, the coordinates of the pinned location will be 

saved in the server. In this function, the system fetches data 

from Google API through post request, JSON decode will 

then be used to get the location and direction information 

and the output of the data fetched

Shown in Fig. 4 is the deployment plan for the system. 

The system is implemented in an android phone. Open CV is 

integrated for the object recognition and Google Maps for 

identifying locations. The user can access the system anytime 

as long as they are connected to the internet. The 

application is connected to a cloud server that has a 

database for stored locations. Google Authentication is used 

to access Google API for the location and direction. 

Shown in Fig. 5a-5d, are sample screenshots of the 

system showing the home interface, the direction interface, 

and the location interface.

The Home User Interface in Fig. 5b, provides the time 

and date, as well as the instructions. There is a help button 

on the upper right corner and a compass parallel to it. The 

circle with a microphone logo is the button pressed to say 
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the application’s command.

Shown in Fig. 5c, is the Direction User Interface. The 

command is done if the user wants to know the directions 

to his desired location. Meanwhile, the My Location command 

can be useful is the user wants to know his current 

location; its interface is shown in Fig. 5d. The application 

will only identify the directions of his desired location if it 

was pinned. Table 1 shows the voice commands used in 

navigating and manipulating the application. For example, the 

command for pinning locations is “save”, for object 

recognition, the command is “camera” to activate the camera, 

if the user wants the application to repeat its response he 

could use the command “pardon”.

In Fig. 6, during object recognition, once the camera is 

activated and directed to the object it will identify the 

object.

Table 1 List of Voice Commands.

Fig. 6 Object Recognition User Interface

The system was evaluated by the visually impaired 

according to ISO 9126 Software Quality Standards. The 

criteria of the evaluation involved the following: 

functionality, reliability, usability, efficiency, maintainability, 

and portability.

As shown in Table 2, the visually impaired respondents 

have given an overall rating of “satisfactory”. The visually 

impaired evaluated the application “very satisfactory” in 

terms of functionality, which indicates that the application 

is suited to serve its purpose well. The ability of the 

system to be easily operated by a given user in a given 

environment was given the rating “satisfactory” for its 

usability. In terms of efficiency it was evaluated “very 

satisfactory”. The system is efficient in response to a given 

task. As for the reliability and maintainability, both were 

evaluated “satisfactory” which means that the system is able 

to recover from failure and can operate again. In terms of 

portability the visually impaired rated it “fair” because of 

their incapacity regarding the technicality of the system.

Table 2 ISO 9126 Software Quality Standards Evaluation 

Results

5. Conclusion

The study aimed to develop a system that could aid 

visually impaired individuals perform significant tasks 

through object recognition and identifying locations through 

Google Maps. Computer vision-based techniques that utilize 

visual tags to recognize objects have only recently begun to 

be employed in the domain of assistive technologies for the 

visually impaired; however, the results reported so far are 

very promising and clearly demonstrate the potential of 

such system.

Tests were made to make sure that the system is fully 

functional and has fulfilled its objectives and architectural 

design. The visually impaired users as respondents evaluated 

the application and it turns out that system functionality 

has the highest mean rating. This indicates that the safest 

route and object recognition features perform the expected 

functions. However, the visually impaired respondents 

recommend that the system should not be internet 

dependent for its accessibility, and they also suggested that 

a ‘Talk Back’ feature should be integrated for them to 

navigate it easily due to the concern of the application’s 

portability.
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