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Abstract 

Energy systems working coherently in different conditions may not have a specific design which can provide 
optimal performance. A system working for a longer period at lower efficiency implies higher energy consumption. In 
this effort, a methodology demonstrated by a jet pump design and optimization via numerical modeling for fluid 
dynamics and implementation of an evolutionary algorithm for the optimization shows a reduction in computational 
costs. The jet pump inherently has a low efficiency because of improper mixing of primary and secondary fluids, and 
multiple momentum and energy transfer phenomena associated with it. The high fidelity solutions were obtained 
through a validated numerical model to construct an approximate function through surrogate analysis. Pareto-optimal 
solutions for two objective functions, i.e., secondary fluid pressure head and primary fluid pressure-drop, were 
generated through a multi-objective genetic algorithm. For the jet pump geometry, a design space of several design 
variables was discretized using the Latin hypercube sampling method for the optimization. The performance analysis of 
the surrogate models shows that the combined surrogates perform better than a single surrogate and the optimized jet 
pump shows a higher performance. The approach can be implemented in other energy systems to find a better design. 

Keywords: Ensemble of surrogates, Multi-objective optimization, Pareto-optimal designs, Evolutionary computation. 
Efficiency enhancement, Jet pump. 

1. Introduction 
The global challenges for shortage of energy and ever-growing demands for energy consumption have encouraged researchers to 

develop alternative methods for energy optimization in fluid systems. The utilization of energy systems in a proper way can help reduce 
some of energy demands. To achieve it, the system designs should be optimized or redesigned to attain its best performance. There are 
several approaches available to maximize the system performance through automated optimization methods, but those are limited to 
less time taking simulations. The surrogate-based optimization methods, which mimic a high fidelity simulation (such as CFD 
simulations), are being used by several disciplines and gradually the use is increasing. The genetic algorithms are popular methods for 
multi-objective optimizations. The approach of combining different surrogates and genetic algorithms and analysis is not so common in 
academia and industries. There are ample efforts to optimize a system without optimization but introducing new concepts [1].  

The fluid machinery and systems are being optimized for the last few decades. The turbomachinery systems or any piping designs are 
some examples.  A jet pump, also known as ‘ejector’ or ‘educator’, is a very simple device, have no moving parts and used in this 
problem as a case study. The pump works on the Venturi effect (a special case of Bernoulli’s principle). The effect states that, if no 
work is done on or by a flowing frictionless fluid, its total energy, which is the summation of potential, kinetic, and pressure energy 
remains constant. Therefore, an increase in the velocity (or the kinetic energy) results in a decrease in the pressure and vice versa. This 
principle is used for the entrainment and compression of low-pressure (LP) fluid to an intermediate pressure between LP and high 
pressure (HP) with the help of HP motive fluid. It consists of primary nozzle, secondary nozzle, mixing tube (throat) and a diffuser. The 
HP motive fluid passes through the primary nozzle creating a high velocity jet, generating a suction region ahead of it. This creates a 
favorable pressure gradient in the suction chamber causing entrainment of suction or entrained fluid. The motive and entrained fluids 
mix up in the mixing chamber, transferring momentum and energy. The mixture then enters the diffuser where expansion of the flow 
results in a static pressure rise. The pressure at the exit of the diffuser is at an intermediate level between HP and LP. These pumps have 
wide applications in many industries including upstream petroleum industry, chemical industry, thermal power stations, medical 
laboratories, air conditioning systems, mining, agriculture and nuclear reactors. 
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Performance characteristics of the jet pump depends mainly on its design and geometric parameters like nozzle diameters, mixing 

tube length and diameter, nozzle and diffuser angles and setback distance. Several researchers [2-4] carried out theoretical and 
experimental studies on a jet pump and suggested mathematical expressions for energy losses in the jet pump. Corteville et al. [5] 
identified two main reasons for the reduced usage of jet pumps i.e., the low energy efficiency of the jet pump which is usually in the 
range of 26-33% and also the sizing methods used for its design being considered inaccurate, incomplete and somewhat mysterious. 
Neto and Porto [6] conducted experiments on jet pump having area ratios of 0.25, 0.35 and 0.53 and observed that the pump with area 
ratio 0.35 was the most efficient among the configurations considered. Samad and Nizamuddin [7] studied the effect of geometric 
parameters on the pump performance by numerical simulations and found that the longer mixing tubes were favorable only at higher 
discharge ratios. Mikhail et al. [8] developed one-dimensional theoretical model for predicting jet pump’s performance. The mixing 
process was investigated analytically and experimentally and empirical correlation for pressure loss coefficient was proposed. 

Mallela and Chatterjee [9] carried out numerical analysis to determine the effects of area ratio, mixing tube length and shape of the 
driving nozzle and highlighted an improvement in efficiency with a driving nozzle of smooth curved outer wall. Kumar et al. [10] 
tested two-phase flow variable geometry jet pump for flash desalination system. Parametric optimization was carried out to find the 
optimum efficiency and corresponding distance of mixing tube from the nozzle. Chamlong et al. [11] developed a method for 
prediction to the optimum mixing length for driving nozzle position of the central jet pump. It was concluded that the optimum ratio of 
the mixing length to nozzle diameter (Lm/Dn) is 2-3.5. Several approximation methods for optimization are being used and comparative 
studies are presented in the literatures [12-14] which carried out numerical analysis of the jet pump and presented an improved design, 
which showed higher performance in terms of mass flow ratio, pressure ratio and efficiency under specified working conditions. Eves 
et al. [15] conducted optimization of supersonic jet pump through computational fluid dynamics (CFD) analysis and genetic algorithm 
to maximize the entrained flow rate under constrained primary flow; however, there is scarcity of literature on systematic multi-
objective optimization of jet pump to find out the optimal performance and corresponding design parameters. A systematic 
optimization assisted by multiple surrogates and evolutionary algorithms drastically reduces computational expense and hastens the 
designing process with a reasonable fidelity. 

The global Pareto-optimal front (POF) provides a comprehensive picture of optimal solutions in the design space selected for 
optimization. The multi-objective optimization algorithms require a large number of evaluations of performance functions to obtain 
global Pareto-optimal solutions in design space. There are several surrogate models which are commonly used for solving engineering 
problems to cut short the computational time and hasten the design optimization process [16, 17, 18]. Queipo et al. [16] presented the 
analysis of various surrogate models such as polynomial regression based response surface approximation (RSA), Kriging (KRG) and 
radial basis function (RBF) applied to liquid rocket injector design. Bellary and Samad [17] applied PRESS-based weighted average 
surrogate (PWS) model for centrifugal impeller design and optimization. Moon et al. [18] optimized rotating cooling channel with 
staggered pin fins using numerical method coupled with a surrogate model and genetic algorithm. It was observed that the predicted 
optimal solutions were in good agreement with the Reynolds averaged Navier-Stokes (RANS) calculated solutions. There is a wide 
scope available for the application of surrogates in engineering problems to enhance energy efficiency [19]. 

In general, the surrogate models are problem dependent and a specific surrogate model can sometimes produce erroneous results due 
to the lack of versatility of the models and complexity of the functions. Surrogate-modeling approach of applying multi-surrogate 
models concurrently reduces uncertainties arising from the typical selection of surrogate models. Goel et al. [20] developed a 
computational model for homogenous cryogenic cavitation employing multiple surrogates including polynomial response, radial basis 
neural network, Kriging and PWS models. The simultaneous use of multiple surrogate models including PWS enhances fidelity and 
confidence of surrogate prediction. Goel et al. [12] presented various methods of ensemble of surrogate models based on prediction 
error analysis of the component surrogates. Zerpa et al. [21] presented a weighted average method of ensemble of surrogates based on 
prediction variance. Since then researchers tried various methods of ensemble of surrogates. Husain et al. [22] carried out multi-
objective optimization for dimpled channel used for turbine blade cooling. They suggested the global enhancement technique for 
Pareto-optimal solutions based on local resampling of multiple surrogate models [23]. Zhang et al. [24] proposed adaptive hybrid 
surrogate modeling for complex system behavior based on the accuracy of surrogate modeling. Higher accuracy was maintained by 
AHSM (Adaptive Hybrid Surrogate Modeling) for high and low dimensional models for LHS (Latin Hypercube Sampling) and 
Hammersley sequence sampling techniques, respectively. Lee and Choi [25] suggested pointwise ensemble of surrogates based on 
nearest cross validation errors. It was observed that the pointwise ensemble of surrogate-models provided more robust and accurate 
predictions than existing methods of ensemble of surrogate models for majority of test problems. Yin et al. [26] presented ensemble of 
conventional surrogate models constructed for static and dynamic LHS methods. It was found that the dynamic LHS based ensemble 
of surrogates provides better predictions than the static LHS based ensemble of surrogate. 

In view of the contemporary approaches of optimization of energy systems, the present study employs evolutionary algorithm with 
the surrogate models, i.e., RSA, KRG, RBF and PWS to optimize a jet pump targeting higher efficiency and lower pressure drop. Area 
ratio, setback ratio and mixing tube length to diameter ratio were selected as design variables. A detailed computational approach and 
comparative analysis of surrogate based optimization and the flow analyses have been presented in this paper. 

2. Mathematical Model 
The schematic with computational domain and boundary conditions of the pump is shown in Fig. 1. The design details of the 

jet pump have been presented in Table 1 [27]. The RANS equations, which were solved for steady state incompressible flow can 
be written as:  
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Here, the turbulent viscosity was modeled by k-ε model as: 
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 The values of the closing coefficients are Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.0, and σε = 1.3. A variant of finite volume-
based commercial code [28] which employed the coupled algebraic multi-grid method [29] was used for the flow analysis. The 
unstructured patch independent mesh with tetrahedral elements was generated in the computational domain as shown in Fig. 1. 
The RANS equations were solved for the flow analysis by applying a steady and incompressible turbulent flow. The k-ε model 
with scalable wall function was used for turbulence closure [30]. The upwind scheme was used to discretize the advection terms 
of RANS equations while high resolution scheme was used for turbulent numeric. The scalable wall function allows consistent 
mesh refinement and remains accurate for a fairly wide range of y+ values. The root mean square residual and mass conservation 
targets were set to 1×10-5 and 1×10-2, respectively, as convergence criteria. The reference temperature and pressure were 25oC and 
101 kPa, respectively. The mass flow rate was defined at the inlets of the primary and the secondary fluids, and the pressure outlet 
boundary condition was set at the diffuser outlet. The mass flow ratio of the primary to secondary fluid was constant, i.e., equal to 
one. The performance parameters for the pump are defined as: 
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The mass flow ratio (M) is defined as input constraint and assigned in the flow model while the secondary fluid pressure rise 
(Pd - Ps) and primary fluid pressure-drop (Pn - Pd) are computed through CFD analysis. 

 

 
 

Fig. 1 Schematic of jet pump 
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3. Optimization Model 
In most of the engineering problems, high fidelity numerical or experimental solutions require a considerable amount of time 

varying from some seconds to days. For optimization of long time-consuming simulations, it becomes very cumbersome to obtain 
high fidelity solutions for a large number of designs required by a heuristic algorithm. To save the time and experimental or 
computational expenses, most of the time designers rely on approximate solutions obtained from low fidelity models to achieve 
optimal solutions. Moreover, an increase in independent design variables exponentially increases the requirement of function 
evaluations. However, the selection of a proper low fidelity model to a particular problem remains a challenge at large. The 
absence of a generalized surrogate, which can produce reliable solutions, resulted in a surge of ensemble methods as discussed 
during introduction without any conclusive outcomes of versatility of the approach. The PWS model [12] has been successfully 
applied to many of the engineering problems including heat transfer and fluid machinery. The present study critically examines 
several surrogates and an ensemble of surrogates to optimize the jet pump design. 

Three design variables were constructed out of the several geometric parameters, which affect the performance of the jet pump, 
namely, area ratio (R), mixing tube length to diameter ratio (Lm/Dm) and setback ratio (S/Dm). The ranges of the variables were 
selected based on preliminary calculations and literature search [4-6,11,27]. Table 2 shows the details of the design variables and 
the ranges of the variables, which forms a design space. The efficiency of the pump is directly related to the secondary fluid 
pressure rise (Pd - Ps) and primary fluid pressure drop (Pn - Pd), therefore two objective functions were defined for optimization 
which are as follows: 

 
            ΔP1 = Pd -Ps  (to be maximized)       (11) 
 
                      ΔP2 = Pn -Pd  (to be minimized)       (12) 
  
The objective function ΔP1 is to be maximized while ΔP2 is to be minimized. 
  

Table 2 Design variables and design space 
 

Variables LB UB 

R 
Lm/Dm 
S/Dm 

0.2 
0 
0.2 

0.35 
10 
1.5 

 
The two objective functions were conflicting in nature; the maximization of the objective function ΔP1 inevitably requires 

maximization of the objective function ΔP2. For the discrete high fidelity numerical analysis, the design space was discretized 

Table 1 Geometric specifications [27] 

Parameters  Dimensions 

Driving nozzle exit diameter, Dn 
17 mm 

 

Setback Distance, S  22 mm 
 

Suction nozzle inner cone angle, α 55.6° 
 

Mixing tube diameter, Dm 32 mm 
 

Mixing tube length, Lm 139 mm 
 

Driving nozzle inner cone angle, θ 36.5° 

Diffuser angle, β 10° 

Suction pipe diameter, D 108 mm 

Supply pipe diameter, Di 50 mm 

Length of supply pipe, L 154 mm 

Diffuser exit diameter, De 69 mm 
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through LHS method [30] with 27 design points. LHS provided as many distinct levels as the design points. These levels were 
spaced evenly from the lower to the upper bounds of the design space. The high fidelity CFD solutions were obtained for those 
design variables to find out objective function responses. The design points along with the responses were used to construct the 
surrogate models; RSA, KRG, RBF and PWS. For details of the surrogate construction, the readers may refer to authors previous 
publications [13,22,23]. The cross-validation error analysis of surrogate models was performed and model predictions were 
validated for unsampled designs. A multi-objective optimization based on evolutionary algorithm was applied to maximize the 
objective function ΔP1 and to minimize the objective function ΔP2. A fast and elitist non-dominated sorting genetic algorithm 
(NSGA-II) [31] was invoked to produce Pareto-optimal solutions in the design space. NSGA-II is a methodology of 
simultaneously optimizing multiple objectives, which in the present study are ΔP1 and ΔP2. Also, it provides a set of solutions 
called Pareto-optimal solutions or designs for the entire design space. The procedure of the multiple surrogate assisted multi-
objective optimization has been shown in Fig. 2. Further, a high fidelity CFD analysis was carried out for the selected Pareto-
optimal solutions to check the fidelity of the POF and jet pump performance enhancement. 

 
Fig. 2 Multiple surrogate assisted multi-objective optimization procedure 

4. Results and Discussions 
High fidelity CFD solutions are highly dependent on the grid system used to carry out the numerical analysis. In the present 

scheme, a grid-test was done to avoid grid dependency of CFD solutions for the efficiency and the pressure ratio as shown in Fig. 
3. There is a significant change of performance parameters for the change in grid from 200,000 elements to 1,000,000 elements, 
but there is no significant change appears in the performance parameters with the change of grid from 1,000,000 elements to 
2,000,000 elements as shown in Fig. 3. Therefore, a grid system of 1,000,000 elements has been chosen for further CFD analysis. 
The numerical results were validated by comparing with the experimental results of [27] and numerical results of [9], shown in 
Fig. 4.  

 

Design Variables and Objective Functions 
Selection of design variables and design space 

Design of Experiment 
 Discretization of design space and selection of design points 

High-Fidelity Simulation 
Computation of objective functions at each point 

 

Construction of Low-Fidelity Models 
RSA, KRG, RBNN and PWS 

 

Produce Pareto optimal front 
Find Pareto optimal designs  

 

Formulate PWS 

Invoke NSGA-II  
Feed surrogates to NSGA-II for population generation 
 

Calculate weight  

Calculate PRESS through CV error estimation 
 

Clustering 
Use k-means clustering algorithm 

 

Check the clustered designs 
  High-fidelity simulation to check errors and further 

l i  
 

Problem setup 
Definition of the problem and validation of numerical 

scheme 
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The LHS produced designs were computed and analyzed for the mass flow ratio, M =1. Both the primary and the secondary 
working fluids were water at 25oC. The characteristic variation of both objective functions, i.e., ΔP1 and ΔP2, is shown in Fig. 5. 
The two objective functions are conflicting in nature as the increase of ΔP1 attained at the expense of ΔP2. The objective functions, 
ΔP2 and ΔP1 bear a nonlinear relationship within the design space discretized by LHS. The design variables and the objective 
functions values were used to construct the surrogate models, RSA, KRG, RBF and PWS. For the second-order curve fitting by 
RSA method, the values of R2

adj for the two objective functions were 0.995 and 0.998, respectively. These RSA models are 
reliable as these values are within the limit, i.e., 0.91 < R2

adj <1 for reasonably accurate model predictions.  
The KRG models were constructed in MATLAB [32] using a toolbox [33]. The consistent performance of the KRG model 

depends upon the correlation function parameters that were adjusted before the models were ready for prediction at unknown 
location. The RBF models were constructed using the MATLAB function, newrb. The spread constants and error goals were 
adjusted carefully to achieve optimal values of errors and number of neurons.  

The leave-one-out cross validation [16] was performed to assess the accuracy of each model. The cross-validation errors (Ecv) 
computed for each surrogate model for both the functions are reported in Table 3. The Ecv gives an idea of degree of data fitting 
into the approximation models or surrogates. The RSA models produced the least cross-validation errors for both functions while 
for KRG and RBF, these errors were comparable as shown in Table 3. The weights associated with each surrogate model were 
evaluated and used to form a PWS model [12]. The PWS models were formulated as: 

 
  ΔP1, PWS = w1, RSA × ΔP1, RSA + w1, KRG × ΔP1, KRG + w1, RBF × ΔP1, RBF       (13) 
 ΔP2, PWS = w2, RSA × ΔP2, RSA + w2, KRG × ΔP2, KRG + w2, RBF × ΔP2, RBF       (14)  

   

 
Fig. 3 Grid-test for CFD scheme 

 

Fig. 4 Validation of CFD scheme with the existing numerical and experimental results 
 

The least error-producing surrogate, RSA for both functions has the largest contribution to PWS construction. The KRG for 
function ΔP1 and RBF for function ΔP2 produce large errors and contributed small weights to the PWS. Further, these models 
were validated with high fidelity solutions for some unsampled data as shown in Table 4. Although the lower values of PRESS 
were associated with the RSA model for both functions, the Root Mean Square Error (RMSE) for unsampled data was the least for 
KRG models as shown in Table 4. This uncertainty stemmed from the inconsistent behavior of surrogate model at different 
regions in the design space reduces the global fidelity of the model and lays the foundation for ensemble-of-surrogates analysis. 
The ensemble of surrogates includes the prediction fidelities of the baseline models and unbiased Pareto-optimal solutions can be 
obtained. The predictions of ensemble of surrogate models, PWS, were lying between the best and worst surrogate predictions. 

CFD, Present 
CFD, Mallela and Chatterjee [9] 
Experimental, Krishnamurthy [27] 
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Table 3 Cross-validation errors and weights associated with each surrogate model to construct PWS models 
 

Surrogate-model Ecv 
Weight, 

w 

RSA 0.35 
1.13 

0.44 
0.52 

KRG 0.71 
2.5 

0.22 
0.24 

RBF 0.46 
2.57 

0.34 
0.24 

 
Table 4 Surrogate-models validation with high fidelity CFD results 

 
Design Variables CFD RSA KRG RBF PWS 

R Lm/Dm S/Dm Δp1 Δp2 Δp1 Δp2 Δp1 Δp2 Δp1 Δp2 Δp1 Δp2 
0.33 2.09 0.38 8.93 26.09 8.84 25.32 8.86 24.64 8.86 25.75 8.85 25.26 
0.22 5.31 1.13 18.99 75.18 17.75 70.63 18.26 73.98 18.17 73.14 18.01 72.05 
0.21 4.46 1.30 20.10 83.77 19.2 80.36 19.61 81.69 19.31 81.14 19.34 80.87 
0.23 1.80 0.50 17.44 60.93 17.66 61.16 17.66 61.33 15.83 54.54 17.04 59.62 

Root mean square error (RMSE) 0.77 2.87 0.45 1.42 0.98 3.61 0.65 2.27 
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Fig. 5 Characteristic variation of the objective functions with the design points in the design space discretized by LHS 
 
A real coded (using MATLAB) fast and elitist NSGA-II was invoked to find out Pareto-optimal designs and solutions were 

spread over entire design space. The various parameters related to the evolutionary algorithm were set as, Ngen = 250, Npop = 100, 
Pcvr = 0.95 and Pmut = 0.05, Mcvr = 5, Mmut = 50. A hit-and-trial method was applied by changing these parameters one by one to 
achieve a well-spread Pareto curve within the range of design variables. The Pareto-optimal designs and solutions were obtained 
from all the four surrogate models as shown in Fig. 6 along with the high fidelity CFD solutions of LHS designs. It should be 
noted that the function ΔP1 is maximized whereas function ΔP2 is minimized which is evident from the POFs shown in Fig. 6. For 
every fixed optimal value of one objective function there is only one corresponding optimal value of other objective function for 
each POF. The two ends of the POF represent a set of minimum and maximum values of objective functions. With the increase of 
ΔP1 there is an increase of ΔP2, which represent a conflicting characteristic behavior of the objective functions. All the solutions 
on the Pareto-optimal front are non-dominating solutions and no solution is superior to other. All the surrogate models share a 
common functional space largely on the POFs except towards the ends. The trade-off should be noted that for an increase of ΔP1, 
there is an increase of demand of ΔP2. 

The characteristic relationship between objective function and design variables for Pareto-optimal solutions can be 
comprehended by plotting normalized design variables against the objective functions as shown in Fig. 7. These Pareto-optimal 
solutions were obtained from PWS and NSGA-II, which exhibited the sensitivity of design variables along the POF. For a 
comprehensive multi-disciplinary multi-objective optimization, it is inevitable to understand the useful extremes of the design 
variables and the design space to suitably economize the optimization expense. It should be noted that the entire range of design 
variable α was found in the Pareto-optimal space while only part of the range for design variables β and γ were found in Pareto-
optimal regime. This limits the extremes of the design space associated with Pareto-optimal solutions. 
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Fig. 6 Pareto-optimal fronts for various surrogate models for ∆P1 and ∆P2 obtained through fast and elitist NSGA-II 
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Fig. 7 Distribution of design variables along the Pareto-optimal front obtained from PWS: (a) variation of design variables 
against ∆P1, (b) variation of design variables against ∆P2 

 
The prediction fidelities of the surrogates over the POF have been examined by reproducing some of the representative Pareto-

optimal designs through high fidelity CFD method. Six representative designs over the PWS-NSGA-II POFs were obtained 
through k-means clustering algorithm for fidelity analysis of PWS surrogate model. These designs were reproduced by CFD 
method and compared with the PWS model as shown in Fig. 8. The surrogate predicted values were close to the numerically 
reproduced values and the maximum error existed in PWS-NSGA-II obtained Pareto-optimal solutions were less than seven 
percent for each objective function. These errors are reasonable for fidelity analysis of engineering solutions. The performances of 
Pareto-optimal designs were further compared with the reference design. Numerical solutions were obtained for reference design 
as well as PODs at various mass flow ratios in the operating range as shown in Fig. 9. The ΔP1 decreased and ΔP2 increased 
monotonously with the increase of mass flow ratio for all PODs and reference design. POD-1 and POD-2 showed lower ΔP1 and 
ΔP2 while POD-4, POD-5 and POD-6 showed higher ΔP1 and ΔP2 than the reference design. However, POD-1, POD-2 evidently 
showed higher efficiency than the other PODs and reference design. The maximum efficiency shifted towards the higher values of 
mass flow ratio as we move from POD-1 to POD-6. The efficiency of POD-1 and POD-2 decreased at higher mass flow ratio 
beyond 0.8 and 1.0, respectively, due to the increased losses occurred in the mixing tube for higher S/Dm values. A maximum 
efficiency of 35.28% was achieved for POD-2 at mass flow ratio M = 1 in the present investigation. 

Further, reference design is compared with the POD-1, POD-4 and POD-6 for flow field analysis as shown in Figs. 10 and 11. 
These figures show local distributions of turbulent kinetic energy and total pressure at the central plane. The transfer of energy 
from primary to secondary fluid was due to turbulent mixing of two fluid streams. Further, kinetic energy of the fluids changed 
into pressure head in the diffuser section. Higher mixing tube length though helped in mixing and transfer of energies of fluids, it 
added up into skin friction for both fluids, which consequently reduced the efficiency as evident in Fig. 11. All the PODs showed 
lower Lm/Dm ratio than the reference design. The lower turbulent kinetic energy at the end of mixing tube indicated higher level of 
mixing and transfer of energy between the primary and secondary fluid as shown in Fig. 10(c) and (d). PODs showed a gradual 
variation of turbulent kinetic energy and total pressure along the mixing tube and diffuser, which is expected in case of optimal 
designs. 
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Fig. 8 Surrogate fidelity analysis Pareto-optimal solutions obtained through PWS model for the selected design (POD-1 to 
POD-6) along the Pareto-optimal 
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Fig. 9 Comparison of PODs with Reference design [27] for: (a) Secondary fluid pressure head, (b) primary fluid pressure drop 
and (c) Efficiency 
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Fig. 10 Distribution of turbulent kinetic energy in the computational domain: (a) reference design [27], (b) POD-1, (c) POD-4 
and (d) POD-6 
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Fig. 11 Total pressure distribution in the computational domain: (a) reference design [27], (b) POD-1, (c) POD-4 and (d) 
POD-6 

5. Conclusion 
A high fidelity numerical analysis with low fidelity surrogate models and an evolutionary algorithm was implemented to 

enhance the performance of a jet pump. The multiple-surrogates assisted multi-objective genetic algorithm was used to enhance 
the jet pump performance by increasing the secondary fluid pressure head and decreasing the primary fluid pressure drop: 
• The performance parameters carry a non-linear relationship with the design variables. 
• The surrogate models shared a common functional space largely except at the ends.  
• The Pareto-sensitivity of the objective function to design variables showed the objective functions were more sensitive to the 

area ratio than the other design variables.  
• The PWS model carried the fidelity of the best surrogate model without being biased towards other contributing surrogate 

models and produced higher fidelity results. The PWS model performed better than any of the baseline model. 
• The pressure head and efficiency of the jet pump were significantly enhanced through multi-objective optimization for the 

given primary fluid pressure drop. The efficiency of jet pump was increased by more than 4% at flow ratio M = 1. 
 Hence, finally it can be concluded that a multi-objective optimization gives better insight of a energy system. Implementation 

of multiple surrogates gives higher fidelity and approximates the POF better than a single surrogate. Hence, the approach can be 
used for other type of optimization of fluid machines and energy systems. 
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Nomenclature 
 
D 
L 
w 
M 
N 
P 
DP 
R 
S 
Ngen 
Npop 
Pcvr 
Pmut 
Mcvr 
Mmut 
Cpf 
k 
kf 
U 
Qp 
Qs 
R2

adj 
Ecv 

Symbols Description 
Diameter 
Length 
Weight of surrogate model 
Mass flow ratio 
Head ratio 
Pressure 
Pressure difference 
Area ratio 
Setback distance 
Number of generations 
Number of populations 
Cross-over probability 
Mutation probability 
Cross-over parameter 
Mutation parameters 
Specific heat of fluid 
Turbulent kinetic energy 
Conductivity of fluid 
Mean velocity 
Flow rate primary fluid 
Flow rate secondary fluid 
R2 adjusted 
Cross-validation error 

 
α 
β 
η 
θ 
ε 
⍴f 
μf 
 
1 
2 
d 
KRG 
RBF 
RSA 
m 
n 
s 
 
CFD 
KRG 
LHS 
POF 
RBF 
RSA 
PWS 
POD 

Greek Symbol 
Inner cone angle of suction nozzle 
Inner cone angle of diffuser 
Efficiency 
Inner cone angle of driving nozzle 
Rate of dissipation 
Density of fluid 
Viscosity of fluid 
Subscripts 
Secondary fluid 
Primary fluid 
Diffuser outlet 
Kriging 
Radial basis function 
Response surface approximation 
Mixing tube 
Driving nozzle inlet 
Suction nozzle inlet 
Abbreviations 
Computational fluid dynamics 
Kriging 
Latin hypercube sampling 
Pareto-optimal front 
Radial basis function 
Response surface approximation 
PRESS-based weighted average surrogate 
Pareto-optimal Design 
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