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Abstract 
 

Combining channel coding and network coding in a physical layer in a fading channel, 
generalized joint channel–network coding (G-JCNC) is proved to highly perform in a two-way 
relay channel (TWRC). However, most relevant discussions are restricted to symmetric 
networks. This paper investigates the G-JCNC protocols in an asymmetric TWRC (A-TWRC). 
A newly designed encoder used by source nodes that is dedicated to correlate codewords with 
different orders is presented. Moreover, the capability of a simple common non-binary 
decoder at a relay node is verified. The effects of a power match under various numbers of 
iteration and code lengths are also analyzed. The simulation results give the optimum power 
match ratio and demonstrate that the designed scheme based on G-JCNC in an A-TWRC has 
excellent bit error rate performance under an appropriate power match ratio. 
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1. Introduction 

In recent years, network coding (NC) and cooperative relaying have been widely studied 
[1][2][3] to improve network performance. A two-way relay channel (TWRC) is one of the 
typical scenarios that can be applied by NC to enhance throughput. In a TWRC system, the 
relay node acts as a conveyor for the two source nodes. The relay may adopt a physical-layer 
network coding (PLNC) [4][5][6] protocol to complete whole communications within two 
phases. As the original PLNC neglects the effect of channel coding [6][7], joint 
channel–network coding (JCNC) was proposed in [6][7] in an attempt to merge channel 
coding with NC. Several schemes based on different channel coding, such as 
repeat–accumulate (RA) codes in [8] and low-density parity-check (LDPC) codes in [9][10], 
have been studied. As these schemes are based on additive white Gaussian noise channels with 
binary phase-shift keying (BPSK) modulation, a generalisation of JCNC that considers fading 
channels called generalized JCNC (G-JCNC) with BPSK modulation was presented in [11] 
and that with quadtrature phase-shift keying (QPSK) modulation was discussed in [12]. These 
aforementioned works are restricted to the assumption that the channels between two source 
nodes and relay node are symmetric. However, the qualities of the channels in TWRC are 
practically always asymmetric [13]. Therefore, asymmetric modulations should be considered 
to achieve asymmetric transmission. The authors of [14] pointed out that the symbol error rate 
in the multiple access phase is affected by the power matching ratio of the two source nodes in 
TWRC. The performance of the original PLNC in an asymmetric TWRC (A-TWRC) was 
examined in [15][16][17][18][19] when the two source nodes employ asymmetric 
modulations. To the best of our knowledge, no other paper or study has examined the G-JCNC 
scheme in an A-TWRC scenario. 

In a symmetric situation, two source nodes adopt the same linear code without extra 
modifications. Therefore, the decoder at the relay node simply selects the tanner graph 
corresponding to the encoders at the source nodes. Special belief propagation is also required. 
However, modifications should be introduced into the source nodes in an asymmetric situation. 
In this paper, the multiple-access phase of an A-TWRC is designed based on the G-JCNC. 

First, an encoding approach is designed to correlate codewords from the source nodes to 
make a common non-binary linear decoder suitable for decoding at the relay node.  

Second, the capability of the non-binary decoder at the relay node is verified by proving that 
the superposition of the codewords from the source nodes is only the output of a virtual 
encoder, which inputs the superposition of the corresponding uncoded messages.  

Finally, the optimum power matches under the effects of several different parameters, 
including iteration number and code length, which are rarely mentioned in other papers, are 
discussed. 

The rest of this paper is organised as follows. Section II introduces the model of a two-way 
relaying system. A brief procedure of a common symmetric situation from the literature 
[11][12] is reviewed. In Section III, the designed scheme based on the G-JCNC in the 
A-TWRC scenario is provided from the encoder at the source nodes and the decoder at the 
relay node to the decoder at source nodes in an order of data flow. In Section IV, we analyze 
the effect of power matching of the paired transmitters on the different parameters. The 
performances of the designed scheme under different signal to noise ratios (SNRs) are 
compared. Section V concludes. 
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2. System Model 
The TWRC system with two source nodes, A and B, and one relay node, R, is illustrated in Fig. 
1. As A and B have no direct links between them, they need to exchange information through 
the relay node R. All nodes are assumed to operate in a half-duplex mode and to be perfectly 
synchronized. 

A
As

Rs
R

Bs

Rs
B MAC Phase

BC Phase

 
Fig. 1. TWRC model with two phases 

 

Let Au  and Bu  denote the uncoded words of length K  of source nodes A and B, 
respectively. These words are encoded by the same linear channel code Γ  into the codewords 

( )A A= Γc u  and  ( )B B= Γc u  of length N . Subsequently, the codewords are modulated by 
the same order modulator to { }A A=s c  and { }B B=s c . 

The two-way relay exchange comprises a multiple access (MA) phase in time slot 1 and a 
broadcast (BC) phase in time slot 2. In the MA phase, both source nodes transmit As  and Bs  
to the relay node R simultaneously. Therefore, the received signal at the relay node R is: 
 
 R A A B B R' '= + +y h s h s n   (1) 
 

where Ry  is the linear superposition of the transmit signals, and A'h  and B'h  are the fading 
channel coefficients. Rn  denotes the noise vector at the relay node R, the elements of which 
are i.i.d zero-mean complex Gaussian random variables with variance of 2

nσ . 
Perfect channel state information (CSI) is assumed to be available at all the nodes. As 

mentioned in [20], phase deviation can contribute in improving performance. Therefore, the 
source nodes can eliminate the amplitude deviations while using phase deviations by 
multiplying the symbol As  by A1 'h  and the symbol Bs  by B1 'h . Thus we have: 
 

 A B
R A B R A A B B R

A B

' '
' '

h hy s s n h s h s n
h h

= + + = + +   (2) 

 
where Ah and Bh  are the normalized fading channel coefficients. The effect of the imperfect 
channel estimation on the system performance is also evaluated in Section IV. 

Then XOR, which is a commonly used NC, of the source codewords  A B A B⊕ = ⊕c c c  is 
estimated from Ry  at the relay node R. Afterwards, the relay node R modulates the estimated 
relay codeword R A B⊕=c c  to { }R R=s c  and broadcasts it to both source nodes A and B 
simultaneously in the BC phase. Thus, the signals received at source nodes A and B are given 
by A A R A'y h s n= +  and B B R B'y h s n= + . Then, source node A can estimate the information 

R,Au  from Ay  and obtain the information sent by source node B using XOR operation 
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B R,A A= ⊕u u u . Similarly, source node B can obtain the needed information by 

A R,B B= ⊕u u u ; R,Bu  is estimated based on By . 
This paper focuses on the MA phase. In the rest of this part, we mainly discuss it based on 

BPSK–QPSK. 

3. Scheme designed for A-TWRC system 
In this section, an encoding approach is designed to correlate the codewords from the source 
nodes to make a common non-binary linear decoder suitable for decoding at the relay node. 
Furthermore, the capability of the non-binary decoder at the relay node is verified by proving 
that the superposition of codewords from the source nodes is only the output of a virtual 
encoder, which inputs the superposition of the corresponding uncoded messages. 

3.1 Encoders at the source nodes 
For an asymmetric two-way channel system, different order modulations are applied to 

source nodes A and B. Therefore, at each source node, a channel encoder with a filed order is 
equal to that of the modulation of this source node. 

In a symmetric situation, two source nodes can adopt the same linear code. That is, no 
modifications at the source nodes are needed. The decoder at the relay node simply selects the 
tanner graph corresponding to the encoders at the source nodes. Special belief propagation 
[21] is then designed according to the constraints at the variable nodes. However, in an 
asymmetric situation, modifications should be introduced into the source nodes as follows. 

 
Table 1. Partial multiplication table 

(a) GF(2) 
· 0 1 
0 0 0 
1 0 1 

 

(b) GF(4) 
· 0 1 … 
0 0 0 … 
1 0 1 … 
X 0 X … 

X+1 0 X+1 … 
 

(c) GF(8) 
· 0 1 … 
0 0 0 … 
1 0 1 … 
X 0 X … 

X+1 0 X+1 … 
X2 0 X2 … 

X2+1 0 X2+1 … 
X2+X 0 X2+X … 

X2+X+1 0 X2+X+1 … 
 

 
Let ( )A 4GF∈u  and ( )B 2GF∈u  denote the uncoded words of length K  of A and B, 

respectively. ( )4 4GF∈G  and ( )2 2GF∈G  denote the generator matrixes adopted by A and 
B, respectively. To introduce the correlation between codewords from two source nodes, the 
generator matrixes are constructed by performing a Gaussian elimination on the same 

( )2GF∈H  over ( )4GF  and ( )2GF , respectively, as ( )4GF  is the extension field of 
( )2GF . Partial multiplication tables for ( ) , 2,4,8GF q q =  are presented in Table 1. The 

elements of the Galois field illustrate a polynomial expression involving primitive elements X, 
which show two special polynomials 0 and 1. The table indicates that the multiplication for 

( )2GF  is included by that for ( )4GF . Therefore, 4G  is identical to 2G  if they are 
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constructed by performing a Gaussian elimination on the same ( )2GF∈H . The same 
conclusion can be drawn for ( )8 8GF∈G . The codewords of length N  of A and B are 
denoted by ( )A A 4 4GF= ⋅ ∈c u G  and ( )B B 2 2GF= ⋅ ∈c u G , respectively. 

Afterwards, Ac  are QPSK-modulated to { }A QPSK A=s c , and Bc  are BPSK-modulated to 
{ }B BPSK B=s c  according to the mapping rule { } { }00,10,01,11 1, , 1,j j→ − −  and 

{ } { }0,1 1, 1→ − , respectively. For analytical convenience, the QPSK mapping rule may 
interchangeably be represented by the equivalent 
{ } { }2 2 2 2 2 2 2 2

2 2 2 2 2 2 2 200,10,01,11 , , ,j j j j→ + − − + − − . 

For the BPSK signal, let ( )bpsk bpsk1 , 0α b∈ ± =  denote the alphabets of its real and 

imaginary components. For the QPSK signal, we have ( )bpsk bpsk, 1α b ∈ ± , and their 

normalizing factor bpsk qpsk1, 2γ γ= = . Let ,ℜ ℑ  be the real and imaginary components of the 
superposing signal. Without noise, they can be expressed as 
 

 

bpsk qpsk
sup bpsk qpsk

bpsk qpsk

bpsk qpsk
sup bpsk qpsk

bpsk qpsk

E E

E E

α α
γ γ

b b
γ γ

  
ℜ =  + 

   


 
ℑ =  +     

  (3) 

 
where bpskE  and qpskE  are the average transmitting powers, and the power constraint 

bpsk qpsk limitE E E+ =  is assumed. 
 

Table 2. Mapping rules for code bit ( )A B,c c  and transmit signals ( )A B,s s  
i  Ac  Bc  A Bc ⊕  ABc  As  Bs  A+Bs  

0 0 0 0 0 1 1 A Bh h+  
1 1 0 1 1 -1 1 A Bh h− +  
2 X 0 X X j 1 A Bjh h+  
3 X+1 0 X+1 X+1 -j 1 A Bjh h− +  
4 0 1 1 X2 1 -1 A Bh h−  
5 1 1 0 X2+1 -1 -1 A Bh h− −  
6 X 1 X+1 X2+X j -1 A Bjh h−  
7 X+1 1 X X2+X+1 -j -1 A Bjh h− −  

 
The codeword ( ) ( )A A A1 , ,c c N=  …  c  of source node A is composed of N  symbols 

( )Ac n . For notational simplicity and without loss of generality, the time index n  is omitted 
whenever possible. Table 2 lists the basic relationships between the modulated signals As  and 

Bs  and the corresponding occurring code symbols Ac  and Bc . For the sake of subsequent 
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derivations and description, the XOR A B A Bc c c⊕ = ⊕  and A+B ABs ∈  that present the 
noise-free signal levels at the relay node with 
 

 { }AB A B A B A B A B A B A B A B A B, , , , , , ,h h h h jh h jh h h h h h jh h jh h= + − + + − + − − − − − −   (4) 
 
are also included. Moreover, the 8-ary symbol 2

AB A BXc c c= +  is defined as an abbreviated 
symbolic notation for the eight different combinations of Ac  and Bc , i.e., AB ABc ∈  with the 
Galois field 
 

 { }2 2 2 2
AB 0,1,X,X+1,X ,X +1,X +X,X +X+1=   (5) 

 
where ( )AB ABc i=   and ( )A+B ABs i=   denote the i -th event ( )0 7i≤ ≤  in ( )8GF  and in the 
received signal space, respectively. 

3.2 Decoder at the relay node 

The relay node first decodes the superposition of Ac  and Bc  from the superposition signals 
to obtain the superposition of Au  and Bu , specifically to generate ABu  from ABc  in this paper. 
The overall effectiveness of the encoders at the source nodes can be treated as a virtual encoder, 
which inputs ABu  and outputs ABc  as shown in Fig. 2. Subsequently, we prove that the virtual 
encoder is as simple as a common linear encoder over ( )8GF  following the aforementioned 
approach of encoding at the source nodes. This approach makes the common non-binary 
decoder over ( )8GF  capable without modifying the tanner graph nor decoding algorithm. 

 

( )
Encoder

over GF 8
ABu ABc

 

Fig. 2. Virtual encoder over GF(8) 
 

For an A-TWRC, if Ac  is a codeword of Γ  over ( )4GF  and Bc  is codeword of the same 
linear channel code over ( )2GF , then ABc  is only a valid codeword of the linear virtual 
channel code Γ  over ( )8GF  after the following combination: 
 

 ( ) ( ) ( ) 2
AB A B Xc n c n c n= + .  (6) 

 

1c 2c 3c

1h 2h 3h  

Fig. 3. A check node with degree 3 
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Without loss of generality, a check node with degree 3 is assumed as shown in Fig. 3, where 

1 2 3, ,h h h  are the non-zero entries in the same row of the parity check matrix H and 1 2 3, ,i i ic c c  
are the variable nodes (circular blocks at the bottom) that participate in the check node (square 
block at the top) from source { }, A,Bi i∈ . The known conditions are given as follows: 
 

 

( )
( )

A1 1 A2 2 A3 3

B1 1 B2 2 B3 3

1 2 3

over 4
over 2

1

c h c h c h GF
c h c h c h GF

h h h

 ⋅ + ⋅ = ⋅
 ⋅ + ⋅ = ⋅
 = = =

.  (7) 

 
The following equation should hold: 
 

 ( ) ( ) ( )2 2 2
A1 B1 1 A2 B2 2 A3 B3 3X X Xc c h c c h c c h+ ⋅ ⋅ + + ⋅ ⋅ = + ⋅ ⋅ .  (8) 

 
For this purpose, all the elements are illustrated as polynomial expressions: 

 

 ( ) ( ) ( )A1 1 1 A2 1 1 A3 1 1 B1 2 B2 2 B3 2X , X , X , , ,c a b c c d c e f c b c d c f= + = + = + = = = .  (9) 
 
Then, 
 

 

( ) ( ) ( ) ( )
( ) ( ) [ ]
( ) [ ]
( )

2 2 2 2
A1 B1 1 A2 B2 2 1 1 2 1 1 2

2
1 1 1 1 2 2

2
1 1 2

2
A3 B3 3

X X X X X X

X X d X

X X

X

c c h c c h a b b c d d

a b c b d

e f f

c c h

+ ⋅ ⋅ + + ⋅ ⋅ = + + ⋅ + + + ⋅

=  + + +  + + ⋅ 
=  +  + ⋅ 

= + ⋅ ⋅

  (10) 

 
Thus, an FFT-SPA [22] for ( )8GF  can be used for decoding.  
Suppose the eight symbol signals ABc  and A+Bs  are equally likely. Then the  a priori   

probabilities for ( )AB ABc i=   and ( )A+B ABs i=   are given by  
 

 ( ){ } ( ){ }AB AB A+B AB
1Pr
8

c i p s i= = = =  .  (11) 

 
 The conditional probability density for a given signal A+B ABs ∈  is calculated as 

 

 ( ){ } ( )( )2
R AB

R A+B AB 2 2

1 exp
2 2

y i
p y s i

pσ σ

 −
 = = −
 
 


 .  (12) 

 
Thus, the probability that the signal ( )A+B ABs i=   is transmitted given the received signal Ry  
is 
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( )( ) ( ){ }

( ){ } ( )( )
( )

( ){ }

AB AB R A+B AB R

A+B AB
R A+B AB

R

R A+B AB

Pr

Pr
Pr

1

iP c i y p s i y

s i
p y s i

y

p y s i
ξ

= = = =

=
= =

= =

 






  (13) 

 
As 1iP =∑  , the constant ( )R8Pr yξ =  in (13) can be calculated and is used as a 
normalization factor. Thus the a posteriori probabilities (APPs) vector that equals 
 

 [ ]0 1 2 3 4 5 6 7P P P P P P P P=P   (14) 
 
is fed to the decoder as an initial message of one variable [22]. 
 

( )
Encoder

over GF 4
QPSK
Mod

Au Ac As

Ahnode A

( )
Encoder

over GF 2
BPSK
Mod

BuBcBs

Bh node B

DeMod

QPSK Mod

( )
Decoder

over GF 8

PLNC

Rn
Ry

P

ABĉ

Rĉ

Rsnode R
( )

Decoder
over GF 4

QPSK
DeMod

Bû Rĉ

An

Ah Bh

Bn
Ay By

Rû QPSK
DeMod ( )

Decoder
over GF 4

Rĉ Rû
Aû

 

Fig. 4. Overall diagram of the designed scheme 
 

The decoding R ABˆy c→  with respect to ( )8GF  is executed and then the PLNC AB Rĉ c→  
by a corresponding mapping rule is performed according to Table 2. Specifically, the 
following combined APP vector 
 

 
{ } { } { } { }

[ ]
A B R A B R A B R A B R

0 5 1 4 2 7 3 6

Pr 0 Pr 1 Pr X Pr X 1c y c y c y c y

P P P P P P P P
⊕ ⊕ ⊕ ⊕ = = = = + 

= + + + +
  (15) 
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is obtained after PLNC mapping. Then, the broadcasts { }R QPSK Rˆ=s c  are relayed to both 
source nodes following hard-deciding the combined APP vector to obtain Rĉ . 

3.3 Decoders at the sources nodes 
Common decoders are used at the source nodes although note that both nodes adopt the 

same decoder over ( )4GF . That is, the orders of encoder and decoder of node B are different. 
As previously mentioned, identical generator matrixes are used by source nodes A and B, and 

Bc  is considered a valid codeword generated by 4G  over ( )4GF . Then, the source nodes can 
derive wanted messages from the other node by a modulo-4 summing output of the decoder 
with self-information. Fig. 4 illustrates the overall diagram of the designed scheme. 

4. Simulation Results and Analysis 
The authors of [15] argue that greater signal power does not result in better performance for an 
A-TWRC with PLNC. The performance of an A-TWRC is related not only to the total power 
but also to the power matching ratio of the two transmitters. In this section, numerical results 
are provided to evaluate the designed scheme and effect of the power matching ratio λ  under 
different numbers of iteration and codeword lengths and to find the optimum power matching 
ratio opλ . Then, the performances of the designed scheme under different SNRs are compared. 
The performance under an imperfect channel estimation is also evaluated. 

In the simulations, the perfect synchronization of all nodes is assumed, and optimized 
LDPC codes from [23] with code rate 1 2cR =  are applied. The SNR defined in [15] as 

( ) 0SNR= QPSK BPSKE E N+  is used. To consider the optimum ratio in the fading channel, 
fading coefficients are considered through a relative deviation described in [11], where the 
fading coefficient for A is always A 1h =  and the coefficient for B is a normal distribution 
around the unit circle, i.e., =1θα  with ( )~ ,Uθ p p− . In the imperfect channel estimation, the 

channel estimations with errors are modeled as { }ˆ , ,i i hh h e i A B= + ∈ , where îh  is the channel 
estimated coefficient and he  is the channel estimated error, which is a complex Gaussian with 
zero mean and variance 2

heσ . 
Fig. 5 presents the bit error rate (BER) performance of the different code lengths (96, 204, 

408, 816, 2640 and 4000) when the iteration numbers are set to 5 and 6SNR = . The code 
lengths are selected to cover the range from short length (a few hundred bits) [24] to moderate 
length (103<N<104 bits) [25]. All the curves go down first then rise because of the increase 
inλ . In general, a larger code length leads to a smaller BER in a point-to-point scenario. 
However, an inappropriate matching ratio can eliminate the improvement caused by the larger 
code length. None of the improvement is given by the larger code length when 0.5λ < or 

4λ > . Aside from the first two curves (96, 204), all other curves with different code lengths 
have the same optimum power ratio 2.1opλ = . The reason is that the BP decoding introduces 
observable performance loss when dealing with the LDPC codes of lengths between a hundred 
and a few thousand bits [24]. As a decoder over GF(8) is used at the relay node, it is equal to 
768 bits ( 96 8× ) or 1632 bits ( 204 8× ) when an LDPC with length of 96 or 204 is used at the 
source nodes, respectively. 
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Fig. 5. BER performance for different code lengths 
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Fig. 6. BER performance under different iteration numbers 

 
 
 

Fig. 6 illustrates the BER performance under identical code lengths 202N =  and 6SNR =  
but with different iteration numbers set to 2, 3, 5, 10, 20, 50, and 80. Unlike code length, which 
has no effect on opλ , iteration number can change opλ . The optimum ratio point decreases 
with the increase in iteration number. For instance, the optimum ratio point is about 2.5 when 
iterating 3 times, and it decreases to 2.0 when number of iteration is 50. Futhermore, the 
decrease rate also goes down gradually with the increase in iteration number, and opλ  
converges to 2.0 when the numbers of iteration are large enough. Intuitively, this action is 
reasonable as, without noise, =2.0opλ makes the superposition signals similar to an 
8QAM-like constellation. Similarly, the improvement caused by larger numbers of iteration is 
counterbalanced by the inappropriate matching ratio when 0.5λ < or 5λ > . 
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Fig. 7. Performance curves with 4SNR = to 6.5 

 
Fig. 7 presents the performance curves when 4 6.5SNR = −  to determine the effect of 

different SNRs. The curves in Fig. 7 have a similar pattern to those in Fig. 6, where opλ  
converges to 2.0 when the SNRs are large enough. 

4 5 6 7 8 9

10
-4

10
-3

10
-2

10
-1

SNR

B
E

R

 

 

N=204,λ=2.0
N=204,λ=2.5
N=408,λ=2.0
N=408,λ=2.5

7.5 8
10

-3.8

10
-3.6

10
-3.4

Iter=50 Iter=3

 
Fig. 8.  Overall influence of power ratio 

 
The overall effect of the power ratio is also illustrated in Fig. 8. The performance with 

2.0λ =  is better than that with 2.5λ = when the iteration numbers are set to 50. By contrast, 
2.5λ =  leads to a better performance when iterating 3 times. At the same time, the effect of 

SNR is aslo reflexed in Fig. 8. A better error performance is achieved when SNR is lower, e.g., 
4.6SNR < . The curve with 2.5λ =  outperforms that with 2.0λ =  although they have 50 

times of iteration. Therefore, SNR is a predominant factor that mostly affects opλ . 
Fig. 9 presents the effect of the channel estimation error on system performance. The code 

length is set to 204N = , and the iteration number is 50. The channel error power 2 0.01eσ =  
and 0.1 are selected to evaluate the effect of the channel estimation error. As in the case of a 
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perfect channel estimation, all the curves are also concave with an optimum ratio. However, 
opλ  deviates to a larger ratio when error power is larger. When 2 0.01eσ = , the optimum ratio 

2.1opλ =  deviates from 2.0 in a perfect CSI situation. The ratio deviates to a much larger 

2.3opλ =  when 2 0.1eσ = . 
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Fig. 9.  BER performance under imperfect channel estimation information 

5. Conclusion 
This study designed a G-JCNC scheme in an A-TWRC scenario. A new designed encoder 

that is used by both source nodes and that can correlate the codewords with different orders is 
presented. This encoder makes the decoder at the relay node as simple as a common 
non-binary decoder. The capability of the non-binary decoder at the relay node is verified. 
Based on the comparisons of the simulation results, an inappropriate matching ratio can 
eliminate the improvement caused by a larger code length and larger numbers of iteration. The 
moderate or the larger code length has no effect on the optimum power matching, but both the 
numbers of iteration and SNR have and effect. Moreover, SNR is a more predominant factor 
than iteration number. The optimum power matching converges to 2.0 when the numbers of 
iteration or SNRs are large enough. In an imperfect channel esitmation, all the curves are also 
concave with an optimum ratio. However, the optimum ratio deviates to a larger one when the 
estimation error power is larger. 
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