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#### Abstract

We propose a projection-based analysis of a new hybridizable discontinuous Galerkin method for second order elliptic equations. The method is more advantageous than the standard HDG method in a sense that the new method has higher-order accuracy and lower computational cost, and is more flexible. Notable distinctions of our new method, when compared to the standard HDG emthod, are that our method uses $L^{2}$-projection and suitable stabilization parameter depending on a mesh size for superconvergence. We show that the error for the solution of the equation converges with order $p+2$ when we only use polynomials of degree $p+1$ as a finite element space without postprocessing. After establishing the theory, we carry out numerical tests to demonstrate and ensure that the proposed method is effective and accurate in practice.


## 1. Introduction

In this paper, we develop and analyze a new hybridizable discontinuous Galerkin (HDG) method for second-order elliptic equations. To present the main idea of the method, we consider the following elliptic equation with the homogeneous Dirichlet boundary condition:

$$
\begin{align*}
-\nabla \cdot(\kappa(x) \nabla u) & =f(x) & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega, \tag{1.1}
\end{align*}
$$

where $\Omega$ is a bounded polyhedron in $\mathbb{R}^{k}$ with its boundary $\partial \Omega, f \in L_{2}(\Omega), \kappa(x) \in L_{2}(\Omega)$, and $\kappa(x) \geq \kappa_{0}>0$.

Finite element method(FEM) can be used as a efficient numerical technique for obtaining physically relevant solution of the problem. Recently, we are interested in finite element method with local mass conservation. The discontinuous Galerkin (DG) method has been a popular choice for conservative schemes [1, 2, 3]. Above this, the DG method has several advantages over the continuous Galerkin (CG) method, see [4]. The DG method can be implemented on general meshes and polynomials of arbitrary degree. The method also easily handles

[^0]adaptivity (both mesh size $h$ and degree of polynomials $p$ ) in [5, 6] and leads to efficient parallelization in [7]. The DG method can be used to produce highly accurate discretization for convection-diffusion equations in $[8,9]$ and can be applied for problems with unambiguous boundary conditions. However, despite the listed advantages, the DG method has some practical shortcoming. The main issue is that the DG method gives larger globally coupled degrees of freedom for the same mesh, since the boundary of element does not share the degree of freedom. Thus, the DG method is more computationally costly compared to the continuous Galerkin method and/or finite difference schemes.

The standard hybridizable discontinuous Galerkin (HDG) method was recently introduced and developed to overcome this issue. The HDG method results in an algebraic system that involves only the degrees of freedom associated with the numerical traces of the field variables. Since the numerical traces are only defined on the inter-element boundaries, degrees of freedom are substantially reduced. As a result, the HDG method can significantly save computational cost.

The standard HDG method was first introduced for second order elliptic problems in [10, 11]. The error estimates based on a spacial projection were developed for elliptic problems in [12]. Optimal convergence order for HDG methods were established in the $L^{2}$-norm of $p+1$ if polynomials of degree $p$ are used and the exact solution is smooth enough [13]. The choices of stabilization parameter were numerically presented and analyzed in the sense of the optimal convergence order of numerical solutions [14, 15]. Based on the optimal convergence and superconvergence of HDG methods, local postprocessing was developed to get $p+2$ convergence order of numerical solutions [13].

On the other hand, our HDG method improves the standard HDG method. First, our method obtains $(p+2)$ th convergence order by changing the value of the stabilization parameter $\tau$ with polynomials of degree $p+1$ as a finite element space, without using the local postprocessing. For a given triangulation $\mathcal{T}_{h}$ with maximum diameter $h>0$, we can define the stability parameter $\tau=\mathcal{O}\left(h^{-1}\right)$ and derive the convergence order of $p+2$ of the solution of the elliptic problem with polynomials of degree $p+1$. Globally coupled degrees of freedom is higher than those derived by the standard HDG method because the method requires polynomials with degree one higher than those needed for the standard HDG method. However, we can save time for computation for the local processing. Secondly, we can easily derive error estimates for the problem with local $L^{2}$-projection. In the standard HDG method, we use a local HDG-projection with some assumptions to derive the error estimates. Our approach is more general and easier to understand. Furthermore, by using the method we can derive the errors of solution. Based on these projection, we derive the error estimates for the solution (pressure) $u$ and velocity $\boldsymbol{q}$.

The elliptic problem with constant coefficient $\kappa$ are numerically tested on the proposed HDG method. With this, we can observe the robustness of the convergence based on our new HDG method. We also confirm that the convergence order of our HDG method equals to the order derived from theoretical analysis, i.e., the convergence order of the pressure $u$ is $p+2$ when we use polynomials of degree $p+1$ and the convergence order of velocity $\boldsymbol{q}$ is $p+1$ when we use polynomials of degree $p$.

The paper is organized in the following way. In Section 2, we introduce some notations, a new hybridizable discontinuous Galerkin method. We will also derive the solvability of the method. In Section 3, we drive the error estimates for our method by using $L^{2}$ projection, not HDG-projection. In Section 4, we present a numerical experiment and confirm our theoretical analysis by documenting the error of our method. In the final section, we discuss the analysis and the numerical result. The theoretical results are derived under the condition that the order of convergence depends on the stabilization parameter $\tau$. Based on the analysis and numerical results we can conclude that our method gives practically valid results in using the stabilization parameter depending on mesh size.

## 2. Notation, HDG Method, and Solvability

We begin this section with presenting basic notations and hypotheses of meshes. We then introduce our new HDG method for the problem (1.1). Finally, we derive the solvability of the proposed method.
2.1. Notation. Let $\mathcal{T}_{h}$ be a conforming, shape-regular simplicial triangulation of $\Omega$. For any element $T \in \mathcal{T}_{h}, \partial T$ is defined to be the set of the edges of $T$ when $\operatorname{dim}(T)=2$, and the set of the faces of $T$ when $\operatorname{dim}(T)=3$, and denoted by $F$. Let $\partial \mathcal{T}_{h}=\cup_{T \in \mathcal{T}_{h}} \partial T$. Let $\mathcal{E}_{h}$ denote the set of all edges/faces of the triangulation $\mathcal{T}_{h}$, and $\mathcal{E}_{h}^{0}$ be the set of all interior faces of the triangulation. For any element $T \in \mathcal{T}_{h}$, let $h_{T}$ be the diameter of element $T$, and let $h=\max _{T \in \mathcal{T}_{h}} h_{T}$.

Throughout the paper, we will use the standard notations for Sobolev spaces and their norms on the domain $\Omega$ and their boundaries. For example, $\|v\|_{s, \Omega},|v|_{s, \Omega},\|v\|_{s, \partial \Omega},|v|_{s, \partial \Omega}, s>0$, denote the Sobolev norms and semi-norms on $\Omega$ and its boundary $\partial \Omega$. For an integer $s$, the Sobolev spaces are Hilbert spaces and the norms are defined by the $L^{2}$-norms of their weak derivatives up to order $s$. For a non-integer $s$, the spaces are defined by interpolation [16]. When $s=0$ we will use $\|v\|_{\Omega}$ instead of $\|v\|_{0, \Omega}$.
2.2. HDG method. To apply the new Hybridizable discontinuous Galerkin method, we consider the model problem (1.1) with homogeneous boundary condition in a mixed form:

$$
\begin{array}{rlll}
\alpha \boldsymbol{q}+\nabla u & =0 & & \text { in } \Omega, \\
\nabla \cdot \boldsymbol{q} & =f & \text { in } \Omega,  \tag{2.1}\\
u & =0 & & \text { on } \partial \Omega,
\end{array}
$$

where $\boldsymbol{q}=-\kappa(x) \nabla u$, and $\alpha(x)=\kappa(x)^{-1}$.
For any element $T \in \mathcal{T}_{h}$ and any face $F \in \mathcal{E}_{h}$, we define

$$
\boldsymbol{V}(T):=\left(\mathcal{P}^{p}(T)\right)^{k}, W(T):=\mathcal{P}^{p+1}(T), M(F):=\mathcal{P}^{p}(F)
$$

where $\mathcal{P}^{p}(D)$ denotes the set of polynomials of degree at most $p$ on a $D$. Now, we consider the following finite element spaces:

$$
\begin{aligned}
\boldsymbol{V}_{h} & :=\left\{\boldsymbol{v} \in \boldsymbol{L}^{2}(\Omega):\left.\boldsymbol{v}\right|_{T} \in \boldsymbol{V}(T) \text { for all } T \in \mathcal{T}_{h}\right\}, \\
W_{h} & :=\left\{w \in L^{2}(\Omega):\left.w\right|_{T} \in W(T) \text { for all } T \in \mathcal{T}_{h}\right\}, \\
M_{h} & :=\left\{\mu \in L^{2}\left(\mathcal{E}_{h}\right):\left.\mu\right|_{F} \in M(F) \text { for all } F \in \mathcal{E}_{h}\right\},
\end{aligned}
$$

where $\boldsymbol{L}^{2}(\Omega):=\left(L^{2}(\Omega)\right)^{k}$ and $L^{2}\left(\mathcal{E}_{h}\right):=\Pi_{F \in \mathcal{E}_{h}} L^{2}(F)$.

Remark 2.1. Note that unlike the standard HDG method, we define the finite element space $W(T)$ with polynomials of degree at most $p+1$. As we will soon see, this will yield higher accuracy ( $p+2$ instead of $p+1$ ) without any postprocessing.

For vector-valued functions $\boldsymbol{u}, \boldsymbol{v} \in\left(L^{2}(D)\right)^{k}$, we define $(\boldsymbol{u}, \boldsymbol{v})_{D}=\int_{D} \boldsymbol{u} \cdot \boldsymbol{v}$. For scalarvalued functions $u, v \in L^{2}(D)$, let $(u, v)_{D}=\int_{D} u v$, if the domain $D$ is a subset of $\mathbb{R}^{k}$. If $\partial D$ is in $\mathbb{R}^{k-1}$, we define $\langle u, v\rangle_{\partial D}=\int_{\partial D} u v d s$. Then, we introduce the following notation:

$$
\begin{equation*}
(w, v)_{\mathcal{T}_{h}}=\sum_{T \in \partial T_{h}}(w, v)_{T}, \quad\langle w, v\rangle_{\partial \mathcal{T}_{h}}=\sum_{\partial T \in \partial \mathcal{T}_{h}}\langle w, v\rangle_{\partial T} \tag{2.2}
\end{equation*}
$$

With these finite element spaces and notations, we can get the following HDG formulation: Find $\left(u_{h}, \boldsymbol{q}_{h}, \hat{u}_{h}\right) \in W_{h} \times \boldsymbol{V}_{h} \times M_{h}$ such that

$$
\begin{array}{rlrlrl}
\left(\alpha \boldsymbol{q}_{h}, \boldsymbol{v}\right)_{\mathcal{T}_{h}}-\left(u_{h}, \nabla \cdot \boldsymbol{v}\right)_{\mathcal{T}_{h}} & +\left\langle\hat{u}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} & =0 & & \forall \boldsymbol{v} \in \boldsymbol{V}_{h}, \\
-\left(\boldsymbol{q}_{h}, \nabla w\right)_{\mathcal{T}_{h}} & +\left\langle\hat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, w\right\rangle_{\partial \mathcal{T}_{h}} & =(f, w)_{\mathcal{T}_{h}} & & \forall w \in W_{h},  \tag{2.3}\\
& \left\langle\hat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \mu\right\rangle_{\partial \mathcal{T}_{h} \backslash \partial \Omega} & =0 & & \forall \mu \in M_{h}, \\
\hat{u}_{h} & =0 & & \text { on } \partial \Omega .
\end{array}
$$

We define the normal component of the numerical trace as follows :

$$
\begin{equation*}
\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}=\boldsymbol{q}_{h} \cdot \boldsymbol{n}+\tau\left(P_{\partial} u_{h}-\widehat{u}_{h}\right) \tag{2.4}
\end{equation*}
$$

where $P_{\partial}$ is the $L^{2}$-projection operator on the space $M_{h}$.
Remark 2.2. In our method, to define the nomal component of the numerical trace (2.4), we consider the $L^{2}$-projection operator on the space $M_{h}$ because of $\left.W(T)\right|_{F} \neq M(F)$.
2.3. Matrix formulation. For implementation, we insert the normal component of the numerical trace in the third equation of (2.3), after some manipulations, obtain that $\left(u_{h}, \boldsymbol{q}_{h}, \hat{u}_{h}\right) \in$ $W_{h} \times \boldsymbol{V}_{h} \times M_{h}$ is the solution of the following weak formulation.

$$
\begin{align*}
a\left(\boldsymbol{q}_{h}, \boldsymbol{v}\right)-b\left(u_{h}, \boldsymbol{v}\right)+c\left(\widehat{u}_{h}, \boldsymbol{v}\right) & =0 \\
-b\left(w, \boldsymbol{q}_{h}\right)-d\left(P_{\partial} u_{h}, w\right)+e\left(\widehat{u}_{h}, w\right) & =-f(w),  \tag{2.5}\\
c\left(\mu, \boldsymbol{q}_{h}\right)+e\left(\mu, P_{\partial} u_{h}\right)-g\left(\mu, \widehat{u}_{h}\right) & =0,
\end{align*}
$$

for all $(w, \boldsymbol{v}, \mu) \in W_{h} \times \boldsymbol{V}_{h} \times M_{h}$. Here, the bilinear forms and the linear functional are defined by

$$
\begin{gather*}
a(\boldsymbol{q}, \boldsymbol{v})=(\alpha \boldsymbol{q}, \boldsymbol{v})_{\mathcal{T}_{h}}, \quad b(u, \boldsymbol{v})=(u, \nabla \cdot \boldsymbol{v})_{\mathcal{T}_{h}}, \\
c(\widehat{u}, \boldsymbol{v})=\langle\widehat{u}, \boldsymbol{v} \cdot \boldsymbol{n}\rangle_{\partial \mathcal{T}_{h}}, \quad d(u, w)=\langle w, \tau u\rangle_{\partial \mathcal{T}_{h}},  \tag{2.6}\\
e(\mu, u)=\langle\mu, \tau u\rangle_{\partial \mathcal{T}_{h}}, \quad g(\mu, \widehat{u})=\langle\mu, \tau \widehat{u}\rangle_{\partial \mathcal{T}_{h}}, \quad f(w)=(f, w)_{\mathcal{T}_{h}},
\end{gather*}
$$

for all $(u, \boldsymbol{q}, \widehat{u})$ and $(w, \boldsymbol{v}, \mu)$ in $W_{h} \times \boldsymbol{V}_{h} \times M_{h}$.

The discretization of the system of equations (2.5) gives rise to the following matrix equation

$$
\left[\begin{array}{ccc}
A & -B^{T} & C^{T}  \tag{2.7}\\
-B & -D & E \\
C & E^{T} & G
\end{array}\right]\left[\begin{array}{c}
Q \\
U \\
\widehat{U}
\end{array}\right]=-\left[\begin{array}{c}
0 \\
F \\
0
\end{array}\right]
$$

Here $Q, U$ and $\widehat{U}$ are vectors of degrees of freedom for $\boldsymbol{q}_{h}, u_{h}$, and $\widehat{u}_{h}$, respectively. The matrices in (2.7) correspond to the bilinear forms in (2.6) in the order they appear in the system of equation (2.5).

Since the HDG method produces a final system in terms of globally coupled degrees of freedom of the numerical trace $\widehat{u}_{h}$ (or $\widehat{U}$ ) only, the first and second equation of (2.3) can be used to remove both $\boldsymbol{q}_{h}$ and $u_{h}$ in an element by element sense. Then, we obtain a reduced globally coupled matrix equation just for $\widehat{U}$ :

$$
\begin{equation*}
\mathbb{K} \widehat{U}=\mathbb{F} \tag{2.8}
\end{equation*}
$$

where

$$
\mathbb{K}=-\left[\begin{array}{ll}
C & E^{T}
\end{array}\right]\left[\begin{array}{cc}
A & -B^{T} \\
-B & -D
\end{array}\right]^{-1}\left[\begin{array}{c}
C^{T} \\
E
\end{array}\right]+G
$$

and

$$
\mathbb{F}=\left[\begin{array}{ll}
C & E^{T}
\end{array}\right]\left[\begin{array}{cc}
A & -B^{T} \\
-B & -D
\end{array}\right]^{-1}\left[\begin{array}{l}
0 \\
F
\end{array}\right]
$$

By solving the matrix equation (2.8), we get the value of $\widehat{U}$. Plugging $\widehat{U}$ back to the equation (2.7), we obtain $Q$ and $U$ as below :

$$
\left[\begin{array}{c}
Q \\
U
\end{array}\right]=\left[\begin{array}{cc}
A & -B^{T} \\
-B & -D
\end{array}\right]^{-1}\left(\left[\begin{array}{c}
0 \\
-F
\end{array}\right]-\left[\begin{array}{c}
C^{T} \\
E
\end{array}\right] \widehat{U}\right)
$$

2.4. Solvability of the HDG method. Next, we discuss the stability and solvability of the HDG method. Under some conditions for the stabilization parameter $\tau$, we derive the solvability of the method.

Theorem 2.3. If $\tau>0$ on $\partial T$ for all $T$, then for any $f$, the system (2.3) has a unique solution.
Proof. Note that the system (2.3) is the square system by (2.7). It is enough to show that the homogeneous system( i.e., $f=0$ ) only has a trivial solution. Take $(w, \boldsymbol{v}, \mu)=\left(u_{h}, \boldsymbol{q}_{h}, \widehat{u}_{h}\right)$ and by adding all equations, we get after some algebraic manipulation, we get

$$
\left(\alpha \boldsymbol{q}_{h}, \boldsymbol{q}_{h}\right)_{\mathcal{T}_{h}}-\left\langle\boldsymbol{q}_{h} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, u_{h}-\widehat{u}_{h}\right\rangle_{\partial \mathcal{T}_{h}}=0 .
$$

By the definition of the numerical traces (2.4) and the property of local projection operator $P_{\partial}$, we have

$$
\left(\alpha \boldsymbol{q}_{h}, \boldsymbol{q}_{h}\right)_{\mathcal{T}_{h}}+\left\langle\tau\left(P_{\partial} u_{h}-\widehat{u}_{h}\right), P_{\partial} u_{h}-\widehat{u}_{h}\right\rangle_{\partial \mathcal{T}_{h}}=0
$$

and since $\tau>0$ we get

$$
\begin{equation*}
\boldsymbol{q}_{h}=0, \quad P_{\partial} u_{h}-\widehat{u}_{h}=0 . \tag{2.9}
\end{equation*}
$$

Also, the first equation of (2.3) becomes

$$
-\left(u_{h}, \nabla \cdot \boldsymbol{v}\right)_{\mathcal{T}_{h}}+\left\langle\widehat{u}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}=0, \quad \text { for all } \quad \boldsymbol{v} \in \boldsymbol{V}_{h}
$$

Now we take this over an element $T$ and by integrating by parts and using the property of local projection operator $P_{\partial}$, we get

$$
\left(\nabla u_{h}, \boldsymbol{v}\right)_{T}+\left\langle\widehat{u}_{h}-P_{\partial} u_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial T}=0, \quad \text { for all } \quad \boldsymbol{v} \in \boldsymbol{V}(T) .
$$

Since $P_{\partial} u_{h}-\widehat{u}_{h}=0$, this becomes

$$
\left(\nabla u_{h}, \boldsymbol{v}\right)_{T}=0 \quad \text { for all } \quad \boldsymbol{v} \in \boldsymbol{V}(T) .
$$

By taking $\boldsymbol{v}=\nabla u_{h}$, we conclude that $u_{h}$ is piecewise constant on each $T$. Since any interior edge $F$ is shared by two neighboring elements $T^{+}$and $T^{-}, u_{h}=C$. Since $\widehat{u}_{h}=0$ on $\partial \Omega$ and $P_{\partial} u_{h}-\widehat{u}_{h}=0, u_{h}, \widehat{u}_{h}$, and $C$ should all be zero.

## 3. ERror analysis

On each element $T$, there exist local $L^{2}$-projection operators

$$
\Pi_{W}: H^{1}(T) \rightarrow W(T) \quad \text { and } \quad \boldsymbol{\Pi}_{V}: H_{d i v}(T) \rightarrow \boldsymbol{V}(T)
$$

defined by:

$$
\begin{aligned}
(u, w)_{T} & =\left(\Pi_{W} u, w\right)_{T} \quad \text { for all } \quad w \in W(T), \\
(\boldsymbol{q}, \boldsymbol{v})_{T} & =\left(\boldsymbol{\Pi}_{V} \boldsymbol{q}, \boldsymbol{v}\right)_{T} \quad \text { for all } \quad \boldsymbol{v} \in \boldsymbol{V}(T) .
\end{aligned}
$$

3.1. Error equations. We begin by obtaining the error equations that will be used for the error analysis. The main idea is to work with the following projection errors:

$$
\boldsymbol{e}_{q}:=\boldsymbol{\Pi}_{V} \boldsymbol{q}-\boldsymbol{q}_{h}, \quad e_{u}:=\Pi_{W} u-u_{h}, \quad e_{\widehat{u}}:=P_{\partial} u-\widehat{u}_{h}
$$

Lemma 3.1. We have

$$
\begin{align*}
\left(\alpha \boldsymbol{e}_{q}, \boldsymbol{v}\right)_{\mathcal{T}_{h}}-\left(e_{u}, \nabla \cdot \boldsymbol{v}\right)_{\mathcal{T}_{h}}+\left\langle e_{\widehat{u}}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} & =0, \\
-\left(\boldsymbol{e}_{q}, \nabla w\right)_{\mathcal{T}_{h}}+\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, w\right\rangle_{\partial \mathcal{T}_{h}} & =0,  \tag{3.1}\\
\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \mu\right\rangle_{\partial \mathcal{T}_{h}} & =0, \\
\left\langle e_{\widehat{u}}, \mu\right\rangle_{\partial \mathcal{T}_{h}} & =0,
\end{align*}
$$

for all $(w, \boldsymbol{v}, \mu) \in W_{h} \times \boldsymbol{V}_{h} \times M_{h}$.
Proof. The exact solution $(u, \boldsymbol{q})$ obviously satisfies

$$
\begin{aligned}
(\alpha \boldsymbol{q}, \boldsymbol{v})_{\mathcal{T}_{h}}-(u, \nabla \cdot \boldsymbol{v})_{\mathcal{T}_{h}}+\langle u, \boldsymbol{v} \cdot \boldsymbol{n}\rangle_{\partial \mathcal{T}_{h}} & =0, \\
-(\boldsymbol{q}, \nabla w)_{\mathcal{T}_{h}}+\langle\boldsymbol{q} \cdot \boldsymbol{n}, w\rangle_{\partial \mathcal{T}_{h}} & =(f, w), \\
\langle\boldsymbol{q} \cdot \boldsymbol{n}, \mu\rangle_{\partial \mathcal{T}_{h}} & =0, \\
\langle u, \mu\rangle_{\partial \mathcal{T}_{h}} & =0,
\end{aligned}
$$

for all $(w, \boldsymbol{v}, \mu) \in W_{h} \times \boldsymbol{V}_{h} \times M_{h}$.

By the definition of the projections $\left(\Pi_{V}, \Pi_{W}, P_{\partial}\right)$, we can get

$$
\begin{aligned}
\left(\alpha \boldsymbol{\Pi}_{V} \boldsymbol{q}, \boldsymbol{v}\right)_{\mathcal{T}_{h}}-\left(\Pi_{W} u, \nabla \cdot \boldsymbol{v}\right)_{\mathcal{T}_{h}}+\left\langle P_{\partial} u, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} & =0 \\
-\left(\boldsymbol{\Pi}_{V} \boldsymbol{q}, \nabla w\right)_{\mathcal{T}_{h}}+\langle\boldsymbol{q} \cdot \boldsymbol{n}, w\rangle_{\partial \mathcal{T}_{h}} & =(f, w), \\
\langle\boldsymbol{q} \cdot \boldsymbol{n}, \mu\rangle_{\partial \mathcal{T}_{h}} & =0, \\
\left\langle P_{\partial} u, \mu\right\rangle_{\partial \mathcal{T}_{h}} & =0,
\end{aligned}
$$

for all $(w, \boldsymbol{v}, \mu) \in W_{h} \times \boldsymbol{V}_{h} \times M_{h}$. Subtracting these equations defining the weak formulation (2.3) from the above equation, respectively, we obtain the error equations of Lemma 3.1.

Lemma 3.2. We have

$$
\begin{equation*}
\boldsymbol{e}_{q} \cdot \boldsymbol{n}-\left(\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}\right)=\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{q} \cdot \boldsymbol{n}-\tau\left(P_{\partial} e_{u}-e_{\widehat{u}}\right)+\tau P_{\partial}\left(\Pi_{W} u-u\right) . \tag{3.2}
\end{equation*}
$$

Proof. By the normal component of the numerical trace (2.4), we have

$$
\begin{aligned}
\boldsymbol{e}_{q} \cdot \boldsymbol{n}-\left(\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}\right) & =\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{q}_{h} \cdot \boldsymbol{n}-\boldsymbol{q} \cdot \boldsymbol{n}+\boldsymbol{q}_{h} \cdot \boldsymbol{n}+\tau\left(P_{\partial} u_{h}-\widehat{u}_{h}\right) \\
& =\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{q} \cdot \boldsymbol{n}+\tau\left(P_{\partial} u_{h}-\widehat{u}_{h}\right) .
\end{aligned}
$$

Also, we get

$$
\begin{aligned}
P_{\partial} u_{h}-\widehat{u}_{h} & =P_{\partial} u_{h}+P_{\partial} u-P_{\partial} u+P_{\partial} \Pi_{W} u-P_{\partial} \Pi_{W} u-\widehat{u}_{h} \\
& =\left(P_{\partial} u-\widehat{u}_{h}\right)-P_{\partial}\left(\Pi_{W} u-u_{h}\right)+P_{\partial}\left(\Pi_{W} u-u\right) \\
& =e_{\widehat{u}}-P_{\partial} e_{u}+P_{\partial}\left(\Pi_{W} u-u\right) .
\end{aligned}
$$

Therefore, we get the equation (3.2).
3.2. Estimate for $\boldsymbol{q}-\boldsymbol{q}_{h}$. We define the weighted $L^{2}$ - norm as following:

$$
\begin{equation*}
\|\boldsymbol{v}\|_{\alpha, \Omega}^{2}:=(\alpha \boldsymbol{v}, \boldsymbol{v})_{\mathcal{T}_{h}} \quad \text { and } \quad\|w\|_{\tau, \partial \mathcal{T}_{h}}^{2}:=\langle\tau w, w\rangle_{\partial \mathcal{T}_{h}} . \tag{3.3}
\end{equation*}
$$

First we note the following standard estimates for the error on any triangle $T$ and edgy/face $F \subset \partial T$.

Proposition 3.3. If $u$ and $\boldsymbol{q}$ are smooth functions, then we have

$$
\begin{align*}
\left\|u-\Pi_{W} u\right\|_{T} & \leq C h^{k+2}|u|_{k+2, T}  \tag{3.4}\\
\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V} \boldsymbol{q}\right\|_{T} & \leq C h^{k+1}|\boldsymbol{q}|_{k+1, T} \\
\left\|\boldsymbol{q}-P_{\partial} \boldsymbol{q}\right\|_{F} & \leq C h^{k+\frac{1}{2}}|\boldsymbol{q}|_{k+1, T}
\end{align*}
$$

Proof. See [17].
Lemma 3.4. We have

$$
\begin{equation*}
\left\|e_{q}\right\|_{\alpha, \Omega}^{2}+\| \| P_{\partial} e_{u}-e_{\widehat{u}} \|_{\tau, \partial \mathcal{T}_{h}}^{2} \leq \mathbb{S}_{1}+\mathbb{S}_{2}+\mathbb{S}_{3} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbb{S}_{1}:=C \tau^{\frac{1}{2}} h^{-\frac{1}{2}}\left\|u-\Pi_{W} u\right\|_{\Omega} \cdot\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}} \\
& \mathbb{S}_{2}:=C \tau^{-\frac{1}{2}} h^{-\frac{1}{2}}\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V} \boldsymbol{q}\right\|_{\Omega} \cdot\| \| P_{\partial} e_{u}-e_{\widehat{u}} \|_{\tau, \partial \mathcal{T}_{h}} \\
& \mathbb{S}_{3}:=C h^{\frac{1}{2}}\left\|\boldsymbol{q}-P_{\partial} \boldsymbol{q}\right\|_{\partial \mathcal{T}_{h}} \cdot\left\|\nabla e_{u}\right\|_{\Omega} .
\end{aligned}
$$

Proof. Take $\boldsymbol{v}=\boldsymbol{e}_{q}, w=e_{u}$, and $\mu=e_{\widehat{u}}$ in error equations (3.1) and by Lemma 3.2, we have

$$
\begin{aligned}
\left\|\boldsymbol{e}_{q} \mid\right\|_{\alpha, \Omega}^{2}+\| \| P_{\partial} e_{u}-e_{\widehat{u}} \|_{\tau, \partial \mathcal{T}_{h}}^{2}= & \left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}, e_{u}-e_{\widehat{u}}\right\rangle_{\partial \mathcal{T}_{h}} \\
& +\left\langle\tau\left(P_{\partial}\left(u-\Pi_{W} u\right)\right), e_{u}-e_{\widehat{u}}\right\rangle_{\partial \mathcal{T}_{h}} .
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\left\langle\tau\left(P_{\partial}\left(u-\Pi_{W} u\right)\right), e_{u}-e_{\widehat{u}}\right\rangle_{\partial \mathcal{T}_{h}} & =\left\langle\tau\left(P_{\partial}\left(u-\Pi_{W} u\right)\right), P_{\partial} e_{u}-e_{\widehat{u}}\right\rangle_{\partial \mathcal{T}_{h}} \\
& =\left\langle\tau^{\frac{1}{2}}\left(u-\Pi_{W} u\right), \tau^{\frac{1}{2}}\left(P_{\partial} e_{u}-e_{\widehat{u}}\right)\right\rangle_{\partial \mathcal{T}_{h}} \\
& \leq C \tau^{\frac{1}{2}} h^{-\frac{1}{2}}\left\|u-\Pi_{W} u\right\|_{\Omega} \cdot\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}} .
\end{aligned}
$$

Also, we have

$$
\begin{aligned}
\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}, e_{u}-e_{\widehat{u}}\right\rangle_{\partial \mathcal{T}_{h}}= & \left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}, P_{\partial} e_{u}-e_{\widehat{u}}\right\rangle_{\partial \mathcal{T}_{h}} \\
& +\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}, e_{u}-P_{\partial} e_{u}\right\rangle_{\partial \mathcal{T}_{h}} .
\end{aligned}
$$

Note that

$$
\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}, P_{\partial} e_{u}-e_{\widehat{u}}\right\rangle_{\partial \tau_{h}} \leq C \tau^{-\frac{1}{2}} h^{-\frac{1}{2}}\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V} \boldsymbol{q}\right\|_{\Omega} \cdot\| \| P_{\partial} e_{u}-e_{\widehat{u}} \|_{\tau, \partial \mathcal{T}_{h}}
$$

and

$$
\begin{aligned}
\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}, e_{u}-P_{\partial} e_{u}\right\rangle_{\partial \mathcal{T}_{h}} & =\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-P_{\partial}(\boldsymbol{q} \cdot \boldsymbol{n}), e_{u}-P_{\partial} e_{u}\right\rangle_{\partial \mathcal{T}_{h}} \\
& \leq C h^{-\frac{1}{2}}\left\|\boldsymbol{q}-P_{\partial} \boldsymbol{q}\right\|_{\partial \mathcal{T}_{h}} \cdot\left\|e_{u}-P_{\partial} e_{u}\right\|_{\Omega} \\
& \leq C h^{\frac{1}{2}}\left\|\boldsymbol{q}-P_{\partial} \boldsymbol{q}\right\|_{\partial \mathcal{T}_{h}} \cdot\left\|\nabla e_{u}\right\|_{\Omega} .
\end{aligned}
$$

Therefore, we get the inequality (3.5).
Lemma 3.5. We have

$$
\begin{equation*}
\left\|\nabla e_{u}\right\|_{\Omega} \leq C\left(\left\|e_{q}\right\|_{\alpha, \Omega}+\tau^{-\frac{1}{2}} h^{-\frac{1}{2}}\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}}\right) . \tag{3.6}
\end{equation*}
$$

Proof. By the first equation of error equation (3.1) and integration by parts, we have

$$
\left(\alpha \boldsymbol{e}_{q}, \boldsymbol{v}\right)_{\mathcal{T}_{h}}+\left(\nabla e_{u}, \boldsymbol{v}\right)_{\mathcal{T}_{h}}+\left\langle e_{\widehat{u}}-e_{u}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}=0 .
$$

Take $\boldsymbol{v}=\nabla e_{u}$. Then, we get

$$
\begin{aligned}
\left\|\nabla e_{u}\right\|_{\Omega}^{2} & =-\left(\alpha \boldsymbol{e}_{q}, \nabla e_{u}\right)_{\mathcal{T}_{h}}+\left\langle e_{u}-e_{\widehat{u}}, \nabla e_{u} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} \\
& =-\left(\alpha \boldsymbol{e}_{q}, \nabla e_{u}\right)_{\mathcal{T}_{h}}+\left\langle P_{\partial} e_{u}-e_{\widehat{u}}, \nabla e_{u} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} \\
& \leq C\left\|\boldsymbol{e}_{q}\right\|\left\|_{\alpha, \Omega}\right\| \nabla e_{u}\left\|_{\Omega}+\tau^{-\frac{1}{2}}\right\| P_{\partial} e_{u}-e_{\widehat{u}}\left\|_{\tau, \partial \mathcal{T}_{h}} C h^{-\frac{1}{2}}\right\| \nabla e_{u} \|_{\Omega} .
\end{aligned}
$$

Therefore, we have

$$
\left\|\nabla e_{u}\right\|_{\Omega} \leq C\left\|\left|\boldsymbol{e}_{q}\left\|\left._{\alpha, \Omega}+C \tau^{-\frac{1}{2}} h^{-\frac{1}{2}} \right\rvert\,\right\| P_{\partial} e_{u}-e_{\widehat{u}} \|_{\tau, \partial \mathcal{T}_{h}} .\right.\right.
$$

Theorem 3.6. We have

$$
\begin{align*}
\left|\left\|\boldsymbol{e}_{q}\left|\left\|_{\alpha, \Omega}+\right\|\right| P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}}\right. & \leq C \tau^{\frac{1}{2}} h^{k+\frac{3}{2}}|u|_{k+2, \Omega}  \tag{3.7}\\
& +C \tau^{-\frac{1}{2}} h^{k+\frac{1}{2}}|\boldsymbol{q}|_{k+1, \Omega}+C h^{k+1}|\boldsymbol{q}|_{k+1, \Omega} .
\end{align*}
$$

Proof. By Lemmas 3.4, 3.5 and Proposition 3.3, we have

$$
\begin{aligned}
\mathbb{S}_{1} & =C \tau^{\frac{1}{2}} h^{-\frac{1}{2}}\left\|u-\Pi_{W} u\right\|_{\Omega} \cdot\| \| P_{\partial} e_{u}-e_{\widehat{u}} \|_{\tau, \partial \mathcal{T}_{h}} \\
& \leq C \tau^{\frac{1}{2}} h^{k+\frac{3}{2}}|u|_{k+2, \Omega} \cdot\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}} \\
& \leq C \tau^{\frac{1}{2}} h^{k+\frac{3}{2}}|u|_{k+2, \Omega} \cdot\left(\| \| \boldsymbol{e}_{q}\left\|_{\alpha, \Omega}+\right\|\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}}\right) \\
\mathbb{S}_{2} & =C \tau^{-\frac{1}{2}} h^{-\frac{1}{2}}\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V} \boldsymbol{q}\right\|_{\Omega} \cdot\left\|\left|\left\|P_{\partial} e_{u}-e_{\widehat{u}} \mid\right\|_{\tau, \partial \mathcal{T}_{h}}\right.\right. \\
& \leq C \tau^{-\frac{1}{2}} h^{k+\frac{1}{2}}|\boldsymbol{q}|_{k+1, \Omega} \cdot\left\|| | P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}} \\
& \leq C \tau^{-\frac{1}{2}} h^{k+\frac{1}{2}}|\boldsymbol{q}|_{k+1, \Omega} \cdot\left(\| \| \boldsymbol{e}_{q}\| \|_{\alpha, \Omega}+\| \| P_{\partial} e_{u}-e_{\widehat{u}}\| \|_{\tau, \partial \mathcal{T}_{h}}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{S}_{3}= & C h^{\frac{1}{2}}\left\|\boldsymbol{q}-P_{\partial} \boldsymbol{q}\right\|_{\partial \mathcal{T}_{h}} \cdot\left\|\nabla e_{u}\right\|_{\Omega} \\
\leq & C h^{k+1}|\boldsymbol{q}|_{k+1, \Omega} \cdot\left(\left\|\left|\left\|\boldsymbol{e}_{q}\left|\left\|\left.\right|_{\alpha, \Omega}+\tau^{-\frac{1}{2}} h^{-\frac{1}{2}}\right\| P_{\partial} e_{u}-e_{\widehat{u}} \|_{\tau, \partial \mathcal{T}_{h}}\right)\right.\right.\right.\right. \\
\leq & C h^{k+1}|\boldsymbol{q}|_{k+1, \Omega} \cdot\left(\left\|\boldsymbol{e}_{q}\right\|\left\|_{\alpha, \Omega}+\right\| \mid P_{\partial} e_{u}-e_{\widehat{u}}\| \|_{\tau, \partial \mathcal{T}_{h}}\right) \\
& +C \tau^{-\frac{1}{2}} h^{k+\frac{1}{2}}|\boldsymbol{q}|_{k+1, \Omega} \cdot\left(\| \| \boldsymbol{e}_{q}\| \|_{\alpha, \Omega}+\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}}\right) .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
\left\|\left|\boldsymbol{e}_{q}\right|\right\|_{\alpha, \Omega}+\| \| P_{\partial} e_{u}-e_{\widehat{u}} \mid \|_{\tau, \partial \mathcal{T}_{h} \leq} \leq & C \tau^{\frac{1}{2}} h^{k+\frac{3}{2}}|u|_{k+2, \Omega}+C \tau^{-\frac{1}{2}} h^{k+\frac{1}{2}}|\boldsymbol{q}|_{k+1, \Omega} \\
& +C h^{k+1}|\boldsymbol{q}|_{k+1, \Omega}
\end{aligned}
$$

Corollary 3.7. If $\tau=\mathcal{O}\left(h^{-1}\right)$, then we have

$$
\begin{equation*}
\left\|\left|\boldsymbol{e}_{q}\right|\right\|_{\alpha, \Omega}+\left\|\left|P_{\partial} e_{u}-e_{\widehat{u}}\right|\right\|_{\tau, \partial \mathcal{T}_{h}} \leq C h^{k+1}\left(|u|_{k+2, \Omega}+|\boldsymbol{q}|_{k+1, \Omega}\right) . \tag{3.8}
\end{equation*}
$$

Remark 3.8. It is important to note that the stabilization parameter $\tau$ of the above Corollary depends on a mesh size, i.e., $\tau=\mathcal{O}\left(h^{-1}\right)$. When we choose the value depending on a mesh size $\mathcal{O}\left(h^{-1}\right)$ as the stabilization parameter $\tau$, we achieve the consistent order of convergence. If this is not the case, the order of convergence is inconsistent since the order of the stabilization parameter $\tau$ varies according to right-hand side terms from Theorem 3.6.
3.3. Estimate for $u-u_{h}$. Next, we derive the result regarding the error $u-u_{h}$. It is valid under a typical elliptic regularity property. Let $\boldsymbol{\theta}, \phi)$ be the solution of the following dual problem :

$$
\begin{align*}
\alpha \boldsymbol{\theta}+\nabla \phi & =0, & & \text { in } \Omega \\
\nabla \cdot \boldsymbol{\theta} & =e_{u}, & & \text { in } \Omega  \tag{3.9}\\
\phi & =0 & & \text { on } \partial \Omega .
\end{align*}
$$

We assume that we have full $H^{2}$-regularity,

$$
\begin{equation*}
\|\phi\|_{2, \Omega}+\|\boldsymbol{\theta}\|_{1, \Omega} \leq C\left\|e_{u}\right\|_{\Omega} \tag{3.10}
\end{equation*}
$$

where $C$ only depends on the domain $\Omega$.

Lemma 3.9. Assume that the $H^{2}$-regularity (3.10) holds. Then, we have

$$
\begin{equation*}
\left(e_{u}, e_{u}\right)_{\mathcal{T}_{h}}=\mathbb{T}_{1}+\mathbb{T}_{2}-\mathbb{T}_{3}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbb{T}_{1}=-\left(\alpha \boldsymbol{e}_{q}, \boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)_{\mathcal{T}_{h}}, \\
& \mathbb{T}_{2}=\left\langle e_{u}-e_{\widehat{u}}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}, \\
& \mathbb{T}_{3}=\left\langle\boldsymbol{e}_{q} \cdot \boldsymbol{n}-\left(\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}\right), P_{\partial} \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}} .
\end{aligned}
$$

Proof. By the second equation of dual problem (3.9) and integrating by parts, we get

$$
\begin{aligned}
\left(e_{u}, e_{u}\right)_{\mathcal{T}_{h}}= & \left(e_{u}, \nabla \cdot \boldsymbol{\theta}\right)_{\mathcal{T}_{h}} \\
= & \left(e_{u}, \nabla \cdot \boldsymbol{\theta}\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{q}, \alpha \boldsymbol{\theta}\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{q}, \nabla \phi\right)_{\mathcal{T}_{h}} \\
= & \left(e_{u}, \nabla \cdot \nabla \cdot \boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{q}, \alpha \boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{q}, \nabla \Pi_{W} \phi\right)_{\mathcal{T}_{h}} \\
& +\left(e_{u}, \nabla\left(\boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{q}, \alpha\left(\boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{q}, \nabla\left(\phi-\Pi_{W} \phi\right)\right)_{\mathcal{T}_{h}} \\
= & \left\langle e_{\widehat{u}}, \boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}-\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}}+\left(e_{u}, \nabla \cdot\left(\boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)\right)_{\mathcal{T}_{h}} \\
& -\left(\alpha \boldsymbol{e}_{q}, \boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{q}, \nabla\left(\phi-\Pi_{W} \phi\right)\right)_{\mathcal{T}_{h}} .
\end{aligned}
$$

We observe that

$$
\left\langle e_{\widehat{u}}, \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}=0 \quad \text { and } \quad\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, P_{\partial} \phi\right\rangle_{\partial \mathcal{T}_{h}}=0 .
$$

Integrating by parts and the above result lead us to conclude that

$$
\begin{aligned}
\mathbb{T}_{2}-\mathbb{T}_{3}= & \left\langle e_{\widehat{u}}, \boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}-\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}} \\
& +\left(e_{u}, \nabla \cdot\left(\boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)\right)_{\mathcal{T}_{h}}-\left(\boldsymbol{e}_{e}, \nabla\left(\phi-\Pi_{W} \phi\right)\right)_{\mathcal{T}_{h}} \\
= & \left\langle e_{\widehat{u}}, \boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}-\left\langle\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}} \\
& +\left\langle e_{u}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}-\left\langle\boldsymbol{e}_{q} \cdot \boldsymbol{n}, P_{\partial} \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}} \\
= & \left\langle e_{u}-e_{\widehat{u}}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} \\
& -\left\langle\boldsymbol{e}_{q} \cdot \boldsymbol{n}-\left(\boldsymbol{q} \cdot \boldsymbol{n}-\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}\right), P_{\partial} \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}} .
\end{aligned}
$$

Lemma 3.10. Assume that the $H^{2}$-regularity (3.10) holds. Then, we have

$$
\begin{align*}
\left|\mathbb{T}_{1}\right| \leq & C h\left|\left\|\boldsymbol{e}_{q} \mid\right\|_{\alpha, \Omega} \cdot\left\|e_{u}\right\|_{\Omega},\right. \\
\left|\mathbb{T}_{2}\right| \leq & C h\left|\left\|\boldsymbol { e } _ { q } \left|\left\|_{\alpha, \Omega} \cdot\right\| e_{u}\left\|\left._{\Omega}+C \tau^{-\frac{1}{2}} h^{\frac{1}{2}} \right\rvert\,\right\| P_{\partial} e_{u}-e_{\widehat{u}}\left\|_{\tau, \partial \mathcal{T}_{h}} \cdot\right\| e_{u} \|_{\Omega},\right.\right.\right. \\
\left|\mathbb{T}_{3}\right| \leq & C h^{k+2}|\boldsymbol{q}|_{k+1, \Omega} \cdot\left\|e_{u}\right\|_{\Omega}+C \tau^{\frac{1}{2}} h^{\frac{3}{2}}\left\|\mid P_{\partial} e_{u}-e_{\widehat{u}}\right\|\left\|_{\tau, \partial \mathcal{T}_{h}} \cdot\right\| e_{u} \|_{\Omega}  \tag{3.12}\\
& +C \tau h^{k+3}|u|_{k+2, \Omega} \cdot\left\|e_{u}\right\|_{\Omega} .
\end{align*}
$$

Proof. We will estimate $\left|\mathbb{T}_{1}\right|,\left|\mathbb{T}_{2}\right|$, and $\left|\mathbb{T}_{3}\right|$ separately, by using results from Lemma 3.9. First we estimate $\left|\mathbb{T}_{1}\right|$.

$$
\begin{aligned}
\left|\mathbb{T}_{1}\right| & =\left|\left(\alpha \boldsymbol{e}_{q}, \boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right)_{\mathcal{T}_{h}}\right| \leq C\| \| \boldsymbol{e}_{q}\| \|_{\alpha, \Omega} \cdot\left\|\boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right\|_{\Omega} \\
& \leq C h\| \| \boldsymbol{e}_{q}\| \|_{\alpha, \Omega} \cdot\|\boldsymbol{\theta}\|_{1, \Omega} \leq C h\left\|\boldsymbol{e}_{q}\right\|\left\|_{\alpha, \Omega} \cdot\right\| e_{u} \|_{\Omega} .
\end{aligned}
$$

Next, we estimate of $\left|\mathbb{T}_{2}\right|$.

$$
\begin{aligned}
&\left|\mathbb{T}_{2}\right|=\left\lvert\, \begin{array}{l}
\left\langle e_{u}-e_{\widehat{u}}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} \mid \\
\end{array}\right. \\
& \leq\left|\left\langle P_{\partial} e_{u}-e_{\widehat{u}}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}\right|+\left|\left\langle e_{u}-P_{\partial} e_{u}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}\right|
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\left|\left\langle P_{\partial} e_{u}-e_{\widehat{u}}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}\right| & \leq C \tau^{-\frac{1}{2}} h^{-\frac{1}{2}}\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}} \cdot\left\|\boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right\|_{\Omega} \\
& \leq C \tau^{-\frac{1}{2}} h^{\frac{1}{2}}\left\|\mid P_{\partial} e_{u}-e_{\widehat{u}}\right\|\left\|_{\tau, \partial \mathcal{T}_{h}} \cdot\right\| \boldsymbol{\theta} \|_{1, \Omega} \\
& \leq C \tau^{-\frac{1}{2}} h^{\frac{1}{2}}\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|_{\tau, \partial \mathcal{T}_{h}} \cdot\left\|e_{u}\right\|_{\Omega}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\left\langle e_{u}-P_{\partial} e_{u}, \boldsymbol{\theta} \cdot \boldsymbol{n}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta} \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}}\right|= & \left|\left\langle e_{u}-P_{\partial} e_{u}, \boldsymbol{\theta} \cdot \boldsymbol{n}-P_{\partial}(\boldsymbol{\theta} \cdot \boldsymbol{n})\right\rangle_{\partial \mathcal{T}_{h}}\right| \\
\leq & C h^{-1}\left\|e_{u}-P_{\partial} e_{u}\right\|_{\Omega} \cdot\left\|\boldsymbol{\theta}-\boldsymbol{\Pi}_{V} \boldsymbol{\theta}\right\|_{\Omega} \\
\leq & C\left\|e_{u}-P_{\partial} e_{u}\right\|_{\Omega} \cdot\|\boldsymbol{\theta}\|_{1, \Omega} \\
\leq & C h\left\|\nabla e_{u}\right\|_{\Omega} \cdot\left\|e_{u}\right\|_{\Omega} \\
\leq & C h\left\|\boldsymbol{e}_{q}\right\|\left\|_{\alpha, \Omega} \cdot\right\| e_{u} \|_{\Omega} \\
& +C \tau^{-\frac{1}{2}} h^{\frac{1}{2}}\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|\left\|_{\tau, \partial \mathcal{T}_{h}} \cdot\right\| e_{u} \|_{\Omega} .
\end{aligned}
$$

Then, we get the second inequality. By Lemma 3.2, we have

$$
\begin{aligned}
\mathbb{T}_{3}= & \left\langle\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{q} \cdot \boldsymbol{n}-\tau\left(P_{\partial} e_{u}-e_{\widehat{u}}\right)+\tau\left(\Pi_{W} u-u\right), P_{\partial} \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}} \\
= & \left\langle\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{q} \cdot \boldsymbol{n}-\tau\left(P_{\partial} e_{u}-e_{\widehat{u}}\right)+\tau\left(\Pi_{W} u-u\right), \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}} \\
& +\left\langle\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{q} \cdot \boldsymbol{n}-\tau\left(P_{\partial} e_{u}-e_{\widehat{u}}\right)+\tau\left(\Pi_{W} u-u\right), P_{\partial} \phi-\phi\right\rangle_{\partial \mathcal{T}_{h}} .
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\left|\left\langle\boldsymbol{\Pi}_{V} \boldsymbol{q} \cdot \boldsymbol{n}-\boldsymbol{q} \cdot \boldsymbol{n}, \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}}\right| & =\left|\left\langle P_{\partial}(\boldsymbol{q} \cdot \boldsymbol{n})-\boldsymbol{q} \cdot \boldsymbol{n}, \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}}\right| \\
& \leq\left\|\boldsymbol{q}-P_{\partial} \boldsymbol{q}\right\|_{\partial \mathcal{T}_{h}} \cdot\left\|\phi-\Pi_{W} \phi\right\|_{\partial \mathcal{T}_{h}} \\
& \leq C h^{k+\frac{1}{2}}|\boldsymbol{q}|_{k+1, \Omega} \cdot h^{\frac{3}{2}}\|\phi\|_{2, \Omega} \\
& \leq C h^{k+2}|\boldsymbol{q}|_{k+1, \Omega} \cdot\left\|e_{u}\right\|_{\Omega} \\
\left|\left\langle\tau\left(P_{\partial} e_{u}-e_{\widehat{u}}\right), \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}}\right| \leq & C \tau^{\frac{1}{2}}\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|\left\|_{\tau, \partial \mathcal{T}_{h}} \cdot\right\| \phi-\Pi_{W} \phi \|_{\partial \mathcal{T}_{h}} \\
\leq & C \tau^{\frac{1}{2}} h^{\frac{3}{2}}\left\|P_{\partial} e_{u}-e_{\widehat{u}}\right\|\left\|_{\tau, \partial \mathcal{T}_{h}} \cdot\right\| e_{u} \|_{\Omega},
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\left\langle\tau\left(\Pi_{W} u-u\right), \phi-\Pi_{W} \phi\right\rangle_{\partial \mathcal{T}_{h}}\right| & \leq C \tau\left\|\Pi_{W} u-u\right\|_{\partial \mathcal{T}_{h}} \cdot\left\|\phi-\Pi_{W} \phi\right\|_{\partial \mathcal{T}_{h}} \\
& \leq C \tau h^{k+\frac{3}{2}}|u|_{k+2, \Omega} \cdot h^{\frac{3}{2}}\|\phi\|_{2, \Omega} \\
& \leq C \tau h^{k+3}|u|_{k+2, \Omega} \cdot\left\|e_{u}\right\|_{\Omega} .
\end{aligned}
$$

Since $\left\|P_{\partial} \phi-\phi\right\|_{\partial \mathcal{T}_{h}} \leq h^{\frac{3}{2}}\left\|e_{u}\right\|_{\Omega}$, by combining the above estimates, we get the desired result.

Theorem 3.11. Assume that the $H^{2}$-regularity (3.10) holds. Then, we have

$$
\begin{align*}
\left\|e_{u}\right\|_{\Omega} \leq & C\left(\tau^{\frac{1}{2}} h^{k+\frac{5}{2}}+\tau h^{k+3}+h^{k+2}\right)|u|_{k+2, \Omega}  \tag{3.13}\\
& +C\left(\tau^{-\frac{1}{2}} h^{k+\frac{3}{2}}+\tau^{-1} h^{k+1}+\tau^{\frac{1}{2}} h^{k+\frac{5}{2}}+h^{k+2}\right)|\boldsymbol{q}|_{k+1, \Omega}
\end{align*}
$$

Proof. By the Lemma 3.9, 3.10 and Theorem 3.6, we automatically get the inequality.
As a consequence of Theorem 3.11, we immediately have the following estimate for $e_{u}$ :
Corollary 3.12. Assume that the $H^{2}$-regularity (3.10) holds. If $\tau=\mathcal{O}\left(h^{-1}\right)$, then we have

$$
\begin{equation*}
\left\|e_{u}\right\|_{\Omega} \leq C h^{k+2}\left(|u|_{k+2, \Omega}+|\boldsymbol{q}|_{k+1, \Omega}\right) \tag{3.14}
\end{equation*}
$$

Remark 3.13. Note that the main advantage of the proposed HDG method is superconvergence of problems without a local postprocessing. Achievement of this goal depends on the value of stabilization parameter $\tau$ in Corollary 3.12. When we choose the value depending on a mesh size, $\mathcal{O}\left(h^{-1}\right)$, as the stabilization parameter $\tau$, we achieve the $(p+2)$ th convergence order of the problem without the local postprocessing. However, when other values are choosen, the superconvergence may not be guaranteed.

## 4. Numerical results

In this section, we present a numerical example to demonstrate the accuracy and efficiency of the proposed HDG method. We are mainly interested on the order of convergence when a mesh size $h$ is refined. We study the error behavior originated from selecting of the stabilization parameter $\tau$.

We consider a numerical example in two dimensions. Similarly, extending the result to three dimensions is simple. We also generate a structured triangulation with $n$th subintervals in each coordinate direction. We consider the following finite element spaces in order to apply the proposed HDG method. $\boldsymbol{V}_{h}$ consists of piecewise linear, discontinuous functions on $\mathcal{T}_{h}, M_{h}$ of piecewise linear, discontinuous functions in $\mathcal{E}_{h}$, and $W_{h}$ of piecewise quadratic, discontinuous on $\mathcal{T}_{h}$.

Example 4.1. We consider the domain $\Omega=(0,1)^{2}$, with $\alpha=1$ and $\tau=h^{-1}$. The source term $f(x, y)=-2 x(x-1)-2 y(y-1)$ is selected in such a way that

$$
u(x, y)=x y(x-1)(y-1)
$$

is the exact solution of (1.1).
Table 1 shows the convergence rates of the Example 4.1. The order of convergence for velocity $\boldsymbol{q}$ in weighted $L^{2}$-norm is two and the those for pressure $u$ in $L^{2}$-norm is three. This matches well with the prediction in Corollaries 3.7 and 3.12.

## 5. Conclusion

In this paper, we introduce a new hybrid discontinuous Galerkin method for solving elliptic equations. Comparing with the standard HDG method, the proposed HDG method is advantageous in three different aspects. First of all, under the framework of weak formulation, weak formulation in our method just changes the finite element space $W_{h}$ with polynomials with degree one higher than those used in the standard HDG method and the numerical component of the numerical trace considering projection operator on the $M_{h}$. Despite this advantage, we

TAble 1. The order of convergence for $\tau=h^{-1}$

|  | $\left\\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\\|_{\Omega}$ |  | $\left\\|u-u_{h}\right\\|_{\Omega}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $h$ | Error | Order | Error | Order |
| $1 / 8$ | 0.0227 | - | 0.0023 | - |
| $1 / 16$ | 0.0056 | 2.019 | $2.8434 \mathrm{e}-04$ | 3.015 |
| $1 / 32$ | 0.0014 | 2.000 | $3.5487 \mathrm{e}-05$ | 3.002 |
| $1 / 64$ | $3.4963 \mathrm{e}-04$ | 2.001 | $4.4330 \mathrm{e}-06$ | 3.000 |
| $1 / 128$ | $8.7377 \mathrm{e}-05$ | 2.000 | $5.5397 \mathrm{e}-07$ | 3.000 |

retain the merit of the standard HDG method such as reduction of degree of freedom and flexibility since the changes we made do not affect the advantage of the standard HDG method. Secondly, in high order accuracy, the standard HDG method requires a local postprocessing for superconvergence, while our HDG method only needs to change the stabilization parameter. Finally, error estimates can be derive by using local $L^{2}$-projecton when we perform error analysis. In short, projection based analysis in our proposed method is both easier and more convenient than the HDG-projection for the standard HDG method. Our numerical examples and error analysis further demonstrate high order accuracy.
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