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Abstract: This paper presents a novel automatic white balance (AWB) algorithm for consumer 
imaging devices. While existing AWB methods require reference white patches to correct color, the 
proposed method performs the AWB function using only an input image in two steps: i) white point 
detection, and ii) color constancy gain computation. Based on the dark channel prior assumption, a 
white point or region can be accurately extracted, because the intensity of a sufficiently bright 
achromatic region is higher than that of other regions in all color channels. In order to finally 
correct the color, the proposed method computes color constancy gain values based on the Y 
component in the XYZ color space. Experimental results show that the proposed method gives 
better color-corrected images than recent existing methods. Moreover, the proposed method is 
suitable for real-time implementation, since it does not need a frame memory for iterative 
optimization. As a result, it can be applied to various consumer imaging devices, including mobile 
phone cameras, compact digital cameras, and computational cameras with coded color.     
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1. Introduction 

Color-correction techniques are important for many 
image processing-based applications, such as image 
retrieval, image classification, object recognition, object 
tracking, and registration [1-5]. While the human visual 
system is able to adapt to the color of the light source to 
recognize the true color of objects in a scene, the digital 
imaging sensor does not have a self-adaptation function [6-
9]. Therefore, colored illumination results in color-biased 
measurements of an object toward the light source color 
[10-13]. Although the classical histogram equalization 
methods enhance contrast simply, they cannot adjust color 
distortion due to illumination temperature [14, 15]. In 
order to overcome this problem, digital cameras mimic the 
human color adaptation system using an automatic white 
balance (AWB) algorithm. The goal of the AWB algorithm 
is to provide color constancy with respect to illumination 

changes. In order to minimize user interaction in the AWB 
algorithm, the region that is similar to white color should 
automatically be detected [16].  

Computationally efficient AWB methods have been 
proposed in the literature. Max-RGB is a fast, simple, 
color constancy algorithm that estimates the color of the 
light source from the maximum response among color 
channels [17]. The Gray-World hypothesis assumes that 
the average reflectance in the scene is achromatic [18]. In 
that original work, the hypothesis was used to determine 
that average reflectance for short-, middle-, and long-wave 
regions is the same. Another color constancy method is 
based on the gray edge hypothesis, which assumes that the 
average edge difference in the scene is achromatic [10, 19]. 
This method is based on the observation that the 
distribution of color derivatives exhibits the largest 
variation in the light source direction. The above-
mentioned methods may fail if the color constancy 
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assumption is not satisfied when a set of colors per pixel 
significantly varies, depending on the scenes. To solve this 
problem, Im et al. proposed an AWB method based on 
dark channel prior [20], which estimates only one color 
constancy gain value. This method cannot avoid color 
distortion, since it applies the same gain value to all color 
channels. Dark channel prior was originally proposed for 
removing haze or fog in a scene by assuming that, in the 
most non-saturated regions of an image without haze or 
fog, at least one color channel has some pixels where 
intensities are very low and close to zero [21, 22]. In other 
words, it means that a white color or saturated region has 
very high intensity in all color channels. Therefore, a white 
region that is illuminated by a colored light source can be 
detected if the region has higher intensity pixels in all 
color channels than other regions.  

This paper presents a robust AWB algorithm using 
dark channel prior without chromatic components. 
Although the proposed method uses dark channel prior, 
which was proposed by Im et al. [20], to detect the white 
point, it estimates each color constancy gain value by 
considering the Y component to correct red, green, and 
blue channels for better correction performance.  

This paper is organized as follows. In Section 2, a 
novel image degradation model for color distortion is 
presented, and a white point detection method is presented 
in Section 3. Experimental results are given in Section 4, 
and Section 5 concludes the paper. 

2. Theoretical background 

In the original Retinex theory, a camera system 
acquires a color-distorted image that has all reflected lights 
in the field of view and the illumination. As shown in Fig. 
1, the image sensor absorbs some colored light sources 
reflected from subjects that have original colors. So, the 
image acquisition model is defined as 

 
 ( , ) ( , ) ( , ),g x y f x y i x y= ⋅   (1) 

 
where ( , )g x y represents the acquired color-distorted input 
image acquired by the image sensor, ( , )f x y  represents 
the input scene with reflected objects that have color 
vectors, and ( , )i x y  is the illumination vector in each 
coordinate ( , )x y . Note that ( , )i x y has the same color 

temperature since it represents the constant light source. 
However, the color distortion problem is considered in 

the simple Retinex model. As shown in Fig. 2, the image 
sensor acquires some images with a strong specific color 
by color interpolation or the high sensitivity of the sensor 
[23]. Fortunately, illumination vector ( , )i x y  is constant in 
(1), as mentioned above. 

In order to perform white balancing from the color 
distorted version of ( , )g x y  that has the color temperature 
of the illumination, we need to estimate the gray region 
from the input image. In this paper, we use dark channel 
prior to estimate it. He et al. proposed an image dehazing 
method using dark channel prior [21] as follows: 

 
 ( , ) ( , ) ( , ) {1 ( , )},g x y f x y t x y A t x y= + ⋅ −   (2) 

 
where ( , )t x y represents the space-variant transmission 
coefficient that serves as the weighting factor in each pixel, 
and A is the atmospheric light. Although this image 
formation model is inspired by the foggy image formation 
model, we use only the colored illumination condition. So 
we assume A is a constant light source. In addition, ( , )t x y  
is generated to detect white points or regions in the 
proposed method using dark channel prior. Since most 
white points contain not only the pure white color but also 
saturated illumination components, the white and saturated 
regions can be differentiated based on a pre-specified 
threshold. 

3. White Point Detection using Dark 
Channel Prior 

As shown in Fig. 3, the proposed method detects the 
white point using a space-variant transmission map based 

 

Fig. 1. The image acquisition model for the colored
light source condition. 

 
(a) (b) (c) 

Fig. 2. Three test images with a color chart for the 
experiment (a) Indoor, (b) Pier, (c) Tiles. 

 

Fig. 3. Block diagram of the proposed AWB method.
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on dark channel prior, and then computes the color 
constancy gain values. If the white point is accurately 
estimated, the corresponding computed color constancy 
gain values can accurately correct colors in the input 
distorted image. The modified dark channel prior is based 
on the observation that most local patches without a white 
light component contain some pixels where intensities are 
very low and close to zero in at least one color channel, as 
follows: 

 
 

, ,
( ) min ( , ) 0c

c R G B
D x, y f x y

∈
= ≈   (3) 

 
where ( )D x, y  represents the dark channel image, and Cf  
represents one of the RGB color channels of f . 
According to this definition, the intensity of a white or 
saturated region is high in all the color channels. 

The sequential result of the proposed white point 
estimation method is shown in Fig. 4. Saturated regions 
tend to have brighter pixels than other regions in the dark 
channel image, because each color channel has high 
intensity values, as shown in Fig. 4(b). 

Although the dark channel image can provide a rough 
estimation of the white regions, accurate detection of the 
white region is not always possible, since it is difficult to 
differentiate the white region from others using only 
intensity values. For this reason, the proposed method 
generates the space-variant transmission map based on the 
dark channel image to accurately detect the white region, 
as follows: 

 

 
min( ( )) min( ( ))

( , ) 1 ( , ),
c c

c c
g x, y f x, y

t x y t x y
A A

= − + ⋅   (4) 

 
where , ,c R G B∈ , and A represents the constant light 
source, which can be defined as 

 

 
0 0

1 ( ) ( ) ( ) ,
3

M N

x y

R x, y G x, y B x, yA
MN = =

+ +
= ∑∑   (5) 

 
where M and N , respectively, represent the width and 
height of the input image. 

If the light source contains a chromatic component, the 
white region cannot be detected in the observed image. In 
that case, the third term in (4) approaches zero, according 
to (5), and we have 

 
min(g ( , ))

( ) 1 ,c {R,G,B}.
c

c
x y

t x, y
A

= − ∈    (6) 

 
Because the white or saturated region has high intensity 

and is close to 1 in the dark channel image, it appears 
darker in the transmission map, as shown in Fig. 4(c). As a 
result, the white point region can be detected using the 
transmission map by extracting the regions that have lower 
values than the average transmission coefficient, as 
follows: 

 

 1,    if ( , )   and  ( , )( ) ,
0,               otherwise                   

ct x y t f x yP x, y θ⎧ ≤ <⎪= ⎨
⎪⎩

  (7) 

 
where { }, ,C R G B∈ , P  represents the binary image of 
white points, t  is the average transmission coefficient, 
and θ  is a threshold value to eliminate the saturated region. 
In the experiment, 230θ =  is used to represent a value 
close to the maximum brightness. Because the intensity of 
the saturated region is very high in all color channels, it 
can be erroneously considered as a white region. To solve 
this problem, the proposed method eliminates the saturated 
region, as shown in Fig. 4(d). For instance, the region 
where the bulb is inside the lamp is not detected as a white 
region. 

The detected region using Eq. (7) becomes a candidate 
white region, and its intensity in each color channel can be 
compute as 

 

 , { ( , ) 1}

, { ( , ) 1}

( , )
,  for  {R,G,B}.

( , )

C

x y P x yC

x y P x y

g x y
W C

P x y
∈ =

∈ =

= ∈
∑
∑

  (8) 

 
To obtain accurate color constancy, chromatic 

components of the light source should be completely 
removed. In other words, each color channel has the same 
intensity value. In order to perform the color constancy 
algorithm, the proposed method computes luminance 
component Y  in the XYZ color space by transforming 

CW  as follows: 
 

 Y 0.2126 0.7152 0.0722 .R G BW W W= ⋅ + ⋅ + ⋅   (9) 
 
Because the color matching function is equal to the 

CIE standard photopic observer luminous efficiency curve, 
the Y component in the XYZ color space is suitable for the 
standard intensity [24]. Using the Y component, color 
constancy gains are computed as 

 

 ,  for  {R,G, B}
Y

C
C

WI C
W

= ∈   (10) 

 
which are applied to the input image to estimate the color 
corrected image as 
 

 ˆ ( ) ( ) I ,  for  { , , }.C C Cf x, y g x, y C R G B= ⋅ ∈   (11) 

   
(a) (b) (c) (d) 

Fig. 4. White point detection based on dark channel 
prior (a) input color distorted image, (b) dark channel 
image, (c) space-variant transmission map, (d) 
detected white point regions. 
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4. Experimental Result 

In the experiment, three test images at 1920× 1280 are 
used, as shown in Fig. 2. These images were acquired 
using a digital single-lens reflex (DSLR) camera, and were 
recorded in raw format without using the built-in white 
balance function. Fig. 2(a) shows an indoor image, 
whereas Figs. 2(b) and 2(c) show outdoor images during 
the day and at night, respectively. These images contain a 
Macbeth color checker, which is the standard for 
estimating color conditions to test the degree to which 
image processes approximate the human visual system. In 
Fig. 5(a), the red box indicates the 19th patch of the 
Macbeth color checker, which appears white. The RGB 
value from this region is used to estimate the accuracy of 
white color representation. Performance by the proposed 
method was compared with four existing methods: i) Gray-
World [18], ii) Max-RGB [17], iii) edge-weighting color 
constancy (EWCC) [10], and iv) the built-in AWB 
function of the commercial DSLR camera used in the 
experiment. 

The color-corrected Indoor images using five different 
methods are shown in Fig. 5. All methods correct the color 
by suppressing green. Since Gray-World and EWCC 
methods insufficiently suppress the green and blue colors, 
the corresponding results look bluish, as shown in Figs. 

5(b) and 5(c), respectively. 
As shown in Figs. 5(d) and 5(e), Max-RGB and the 

built-in AWB method also insufficiently suppress the 
green and blue colors. On the other hand, the proposed 
method successfully suppresses the green and blue colors. 

For a clearer comparison, the 19th patch of the color 
chart, which is enclosed by the red box shown in Fig. 5(a), 
is used. Although the ground truth of the red, green, and 
blue components of the patch is (243,243,242), the input 
color-distorted image gives different values [25]. The color 
error between the ground truth and color-corrected values 
can be computed as 

 

 2 2 2( ) (G ) ( ) ,t c t c t cE R R G B B= ⋅ + ⋅ + ⋅   (12) 
 

where subscripts t  and c , respectively, represent the 
ground truth and color-corrected values. Table 1 shows the 
numerical comparison of the five AWB methods. Because 
the input image has higher green and blue components 
than the ground truth, the cyan color dominates the entire 
image. The proposed method successfully suppresses the 
green and blue colors close to the ground truth values, 
while the other four methods exhibit larger color errors. 

Results of the color-corrected Pier image are shown in 
Fig. 6. As shown in Figs. 6(c) and 6(d), the Max-RGB and 
EWCC methods produce bluish results, whereas the other 
methods successfully correct the color. 

As shown in Table 2, Max-RGB and EWCC produce 
large color errors because of insufficient suppression of the 
green and blue colors. On the other hand, Gray-World, the 
built-in AWB, and the proposed methods perform 
successful color correction in the sense of color error. 

Results of the color-corrected Tiles image are shown in 
Fig. 7, and their numerical comparison is given in Table 3. 
Blue and green colors of the corrected results using Gray-
World and EWCC methods are still higher than the red 
color, and the corresponding results look bluish, as shown 
in Figs. 7(b) and 7(d). The input image is dominated by a 
green color, as shown in Fig. 7(a), and the result from 
Max-RGB is also greenish, as shown in Fig. 7(c), since it 
considers the maximum intensity region (which is green) 
to be white. The numerical error from the Max-RGB 
method is the same as that of the input distorted image, 
which coincides with subjective observation. On the other 
hand, the built-in AWB function over-suppresses the green 
and blue colors, and the corresponding result turns reddish, 
as shown in Fig. 7(e). The proposed method produces the 

Table 1. Numerical comparison of color errors of the 
19th patch using the Indoor image. 

Method R G B Error 
Ground Truth 1.000 1.000 0.998 - 
Input Image 1.000 1.327 1.173 0.3728
Gray-World 1.000 0.989 1.018 0.0253
Max-RGB 1.000 1.058 1.050 0.0796

EWCC 1.000 1.128 1.113 0.1738
System AWB 1.000 1.042 0.994 0.0418

Proposed Method 1.000 1.017 0.998 0.0168

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) (f) 

Fig. 5. Color-corrected results of the Indoor image 
using five different AWB methods (a) input raw image 
(the red box encloses the 19th patch in the color chart), 
(b) the result with Gray-World, (c) the result with Max-
RGB, (d) the result from EWCC, (e) the result via the 
built-in AWB function, (f) the result using the proposed 
method. 
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best results in terms of both objective and subjective 
measures. 

5. Conclusion 

Since the proposed AWB method does not use the 
existing assumption that the average reflectance in the real 
world is achromatic, it can avoid excessive suppression of 
the dominant color, which is the main reason for 
incomplete color correction. More specifically, the 
proposed method accurately detects the white point using 

dark channel prior based on the novel image degradation 
model for color distortion. Because the white point is an 
achromatic region, it has similar intensity in all three color 
channels, and higher intensity than other color regions in a 
dark channel image. For this reason, the proposed method 
can accurately detect the white point and compute the 
color constancy gain values. In the experiment, the 
proposed method corrects the color distortion better than 
existing methods. Therefore, the proposed method can be 
applied to various consumer digital imaging devices and 
computational cameras based on color coding [26, 27]. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) (f) 

Fig. 6. Color-corrected results of the Tiles image using 
five different AWB methods (a) input raw image (the 
red box encloses the 19th patch in the color chart), (b) 
the result with Gray-World, (c) the result with Max-RGB, 
(d) the result from EWCC, (e) the result via the built-in 
AWB function, (f) the result from the proposed method.

 
 

Table 2. Numerical comparison of color errors of the 
19th patch using the Pier image acquired under 
daylight. 

Method R G B Error 
Ground Truth 1.000 1.000 0.998 - 
Input Image 1.000 1.426 1.172 0.4612
Gray-World 1.000 0.998 0.980 0.0152
Max-RGB 1.000 1.257 1.256 0.3668

EWCC 1.000 1.084 1.051 0.1012
System AWB 1.000 0.989 0.967 0.0299

Proposed Method 1.000 1.009 1.007 0.0148
 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) (f) 

Fig. 7. Color-corrected results of the Tiles image using 
five different AWB methods (a) input raw image (the 
red box encloses the 19th patch in the color chart), (b) 
the result with Gray-World, (c) the result with Max-RGB, 
(d) the result from EWCC, (e) the result via the built-in 
AWB function, (f) the result from the proposed method.

 
 

Table 3. Numerical comparison of color errors of the 
19th patch using the Tiles image acquired at night. 

Method R G B Error 
Ground Truth 1.000 1.000 0.998 - 
Input Image 1.000 1.189 0.805 0.2681
Gray-World 1.000 1.010 1.014 0.0217
Max-RGB 1.000 1.189 0.805 0.2681

EWCC 1.000 1.085 1.024 0.0898
System AWB 1.000 0.915 0.830 0.1858

Proposed Method 1.000 1.002 0.985 0.0148
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