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As GPU power consumption in smartphones increases 
with more advanced graphic performance, it becomes 
essential to estimate GPU power consumption accurately. 
The conventional GPU power model assumes, simply, that 
a GPU consumes constant power when turned on; 
however, this is no longer true for recent smartphone 
GPUs. In this paper, we propose an accurate GPU power 
model for smartphones, considering newly adopted 
dynamic voltage and frequency scaling. For the proposed 
GPU power model, our evaluation results show that the 
error rate for system power estimation is as low as 2.9%, 
on average, and 4.6% in the worst case. 
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I. Introduction 

Recently, the smartphone has become one of the most 
popular consumer electronics. To provide high graphics 
performance to users, many off-the-shelf smartphones adopt a 
high-end GPU. However, the adoption of a high-end GPU 
increases the power consumption of the smartphones. In turn, 
the increased power consumption results in a shorter battery 
lifetime. 

To prolong the battery lifetime, it is essential to reduce GPU 
power consumption since the GPU is one of the most 
frequently utilized hardware components and accounts for a 
notable portion of the system power. For example, a GPU is 
utilized for the scrolling of a smartphone’s home screen, which 
is one of the most basic operations in smartphones. Moreover, 
a GPU is heavily utilized for games, which are among the most 
popular applications. The GPU power consumption during a 
game’s execution usually occupies up to one-fifth of the system 
power consumption [1].  

When developing a GPU power reduction scheme, there 
should be a method to isolate the GPU power from the system 
power so as to be able to evaluate such a scheme. 
Unfortunately, GPU power cannot be directly measured by 
using a power measurement device, since smartphone GPUs 
are usually integrated in application processors. Therefore, 
without an accurate GPU power model, a GPU power 
reduction scheme cannot be evaluated. 

The accuracy of a power model for a hardware component 
depends on how precisely the model captures the actual power 
behavior of the hardware. Since recent smartphone GPUs 
mostly adopt dynamic voltage and frequency scaling (DVFS) 
[2], GPU power consumption varies depending on the GPU 
voltage and frequency. Moreover, according to our power 
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analysis on GPUs, GPU power consumption increases with 
GPU utilization. However, there has not been any technique 
that models the actual power behavior of a GPU.  

In this paper, we propose an accurate GPU power model that 
considers the power behavior of recent smartphone GPUs. Our 
technique accurately estimates GPU power consumption based 
on GPU frequency and utilization in runtime. To isolate the 
GPU power portion from the system power, we must model 
the CPU, display, GPS, audio, and Wi-Fi. We evaluate the 
estimation accuracy of our proposed technic with real 
smartphone applications. 

The rest of this paper is organized as follows. In Section II, 
we introduce previous online power estimation techniques. In 
Section III, we propose our GPU power model. In Section IV, 
we evaluate our proposed technique. Finally, in Section V, we 
conclude our work.  

II. Related Work 

1. Online Power Estimation Technique with GPU Power 
Model 

There is only one smartphone power estimation technique 
that considers GPU power consumption [1]. Kim and Chung 
analyzed the power consumption of five applications that use a 
GPU and proposed a power estimation technique based on the 
analysis. Their technique models GPU power consumption 
using only the on/off status of the GPU. In other words, their 
technique assumes that a GPU consumes constant power only 
when turned on. However, GPU power consumption in recent 
smartphones varies with voltage and frequency, since recent 
smartphone GPUs adopt DVFS to reduce their power 
consumption. In addition, GPU power consumption increases 
in line with the utilization. Hence, their technique, which 
models GPU power consumption using only the on/off status 
of the GPU, is not appropriate for recent smartphone GPUs. 

2. Online Power Estimation Techniques without GPU Power 
Model 

PowerTutor is an online power estimation technique that 
models single-core CPUs, traditional LCD displays, GPSs,  
Wi-Fi, audio, and 3G cellular modules based on the 
assumption that the power consumption of a hardware 
component is proportional to its utilization [3]. In the case of 
the display power model, for example, PowerTutor assumes 
that the power consumption of a display is simply proportional 
to the backlight brightness. PowerTutor shows sufficiently high 
accuracy on single-core smartphones that employ traditional 
LCD displays. However, PowerTutor is not suitable for the 
power estimation of more recent smartphones, since most 

recent smartphones adopt multi-core CPUs and advanced 
display components. Note that the power consumption of each 
core varies depending on the frequency and utilization. For 
example, when only one core operates at the highest frequency, 
while the other cores operate at the lowest frequency, the one 
core at the highest frequency consumes much larger power 
than the others. In addition, the power consumption of the 
advanced display is not simply proportional to the backlight 
brightness. Most importantly, PowerTutor does not consider 
the power consumption of the GPU, which accounts for a 
significant portion of the system power in recent smartphones. 

Kim and others proposed an advanced online power 
estimation technique that considers the actual power behavior 
of multi-core CPUs, advanced display components, and 3G 
cellular modules [4]. Firstly, in the case of multi-core CPU 
power consumption, their technique models the power 
consumption of each core separately. Secondly, taking 
advantage of a step function, their technique precisely models 
advanced displays, whose power consumption is not simply 
proportional to the backlight brightness. Finally, their technique 
models 3G cellular modules, of which the power consumption 
exponentially increases as the signal strength weakens. 
However, their technique also does not include a power model 
for GPUs. 

Pathak and others proposed a power modeling technique for 
smartphones using system call tracing [5]. Their technique 
captures some system calls that invoke power-state transitions 
in runtime. Using the captured system calls, their power model, 
which is based on state machines, traces the power-state 
transitions of hardware components. Note that each state of 
their power model corresponds to a power consumption level 
of a hardware component and each system call corresponds to 
a transition between the states. By using the system call–based 
power model, their technique is able to model the power 
consumption of some hardware components, such as the 
Secure Digital card, whose power consumption levels change 
discretely according to system calls. However, their technique 
is not appropriate to model the power consumption of 
hardware components that are either changing in a continuous 
manner or that are unaffected by system calls. For example, 
their technique cannot accurately estimate GPU power 
consumption, which varies in accordance with frequency and 
utilization. 

III. Novel GPU Power Model for Smartphones 

In this section, we propose a novel GPU power model. To 
construct our proposed power model, we analyze the actual 
GPU power behavior. Based on the analysis, we model the 
GPU power, which varies in accordance with GPU frequency 
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and GPU utilization. We also model the power consumption of 
other hardware components (CPU, display, audio, GPS, and 
Wi-Fi) to isolate the GPU power from the measured system 
power, based on the power modeling technique proposed in [4]. 

1. Proposed GPU Power Model 

To analyze the GPU power behavior, we gradually increase 
GPU utilization at each GPU frequency level available in our 
target smartphone (128 MHz, 200 MHz, 325 MHz, and    
400 MHz) by using a synthetic OpenGL application. At the 
same time, we measure the power consumption of the 
smartphone (system power) by using a power measurement 
device. To clearly observe the GPU power behavior, we 
exclude the power consumption of the other modelled 
hardware components (CPU, display, audio, GPS, Wi-Fi, and 
so on) from the measured system power by modeling their 
respective power consumption. Furthermore, to explore the 
impact of GPU frequency and GPU utilization on GPU 
dynamic power consumption, we also exclude the static power 
consumption of the GPU, since the static power consumption 
of a GPU is not affected by GPU frequency and GPU utilization. 

As shown in Fig. 1 the GPU dynamic power increases along 
with GPU utilization at all frequency levels. Moreover, the 
growth rate of the dynamic power is larger at higher GPU 
frequency levels. As a result, the dynamic power consumption 
significantly varies depending on GPU frequency and GPU 
utilization. These results indicate that GPU frequency and GPU 
utilization should be considered to accurately model the 
dynamic power consumption of GPU. 

Since the GPU dynamic power is affected by the GPU 
frequency and GPU utilization, whereas the GPU static power 
is affected by the GPU on/off status, we separately model the 
GPU dynamic power and the GPU static power. In the case of 
the dynamic power consumption of a GPU, our proposed 
model adopts variables for both the GPU frequency (FGPU) and 
the GPU utilization (UGPU). Since the GPU dynamic power 
almost linearly increases with the utilization, our model adopts 
a selector function (βGPU_freq(x)), which returns the growth rate 
of the GPU dynamic power at a given frequency x. Our model 
uses the returned growth rate as the coefficient for UGPU. In the 
case of the static power consumption of a GPU, our model 
adopts the variable for the GPU’s on/off status (SGPU_on_off). The 
coefficient for SGPU_on_off is the static power consumption of the 
GPU (βGPU_on). Since a GPU does not consume any power 
when it is turned off, the variable SGPU_on_off can be added as a 
term to the GPU dynamic power model. Note that SGPU_on_off is 
“0” when the GPU is turned off and “1” when the GPU is 
turned on. Consequently, the power consumption of the GPU 
(PGPU) is formulated as follows: 

 

Fig. 1. Power behavior of GPU according to frequency and 
utilization. 
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Table 1. Coefficients for proposed GPU power model. 

Coefficient. Value 

βGPU_freq_128 2.5 

βGPU_freq_200 5.5 

βGPU_freq_325 7.5 

βGPU_freq_400 12.6 

βGPU_on 90.8 
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To obtain the coefficients for the dynamic power model, we 
utilize a linear regression–based method. We log the system 
power while increasing the GPU utilization at each GPU 
frequency level. From the logged system power, we exclude the 
power consumption of the other hardware components by 
utilizing their power models. In addition, we also exclude the 
static power consumption of the GPU. After that, we obtain the 
growth rate of the GPU dynamic power consumption at each 
frequency level by running a linear regression. To acquire the 
coefficient for the static power model, we subtract the power 
consumption of the other hardware components from the system 
power when the GPU is turned on without any load. Table 1 
shows the obtained coefficients for our proposed power model. 

2. Power Models for Other Hardware Components 

As explained in the previous subsection, we isolate the GPU 
power from the measured system power by modeling the 
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Fig. 2. CPU static power consumption for turned-on cores. 
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power consumption of the other hardware components that 
consume substantial power. We model the power consumption 
of the five hardware components (CPU, display, audio, GPS, 
and Wi-Fi) based on the power modeling technique proposed 
in [4]. In addition, we calibrate the coefficients of the power 
models for our target smartphone.  

In the case of a multi-core CPU, the power modeling 
technique [4] models the power consumption of the CPU as 
each core consumes unique static power. However, in general, 
the static power of a multi-core CPU increases along with the 
number of turned-on cores, as shown in Fig. 2. Hence, we newly 
model the static power consumption of a multi-core CPU based 
on the number of cores instead of using the CPU power model 
proposed in [4]. Furthermore, we also consider the static power 
of our target CPU, which is not simply proportional to the 
number of turned-on cores. For example, in our target CPU, the 
static power difference between one turned-on core and two 
turned-on cores is 133.9 mW. On the other hand, the static power 
difference between two turned-on cores and three turned-on 
cores is only 44.9 mW. We reflect these characteristics of our 
target CPU in our CPU power model. 

IV. Evaluation 

In this section, we compare our proposed power model with 
two conventional power models in terms of the estimation 
accuracy. We present our evaluation environment in Section 
IV-1 and describe our evaluation in Section IV-2. In addition, 
we analyze each case of our evaluation in more detail in the 
subsections of Section IV-2. Note that we evaluate our 
proposed power model with representative applications and 
home screen scrolling (which is one of the most frequently 
used operations) on a real smartphone. 

1. Evaluation Environment 

In our evaluation, we compare the power estimation  

Table 2. Description of power models for entire system 

System power model Description 

SysPMw/GPU_proposed 
Proposed GPU power model  

+ SysPMw/oGPU 

SysPMw/GPU_constant 
Constant GPU power model [1] 

+ SysPMw/oGPU 

SysPMw/oGPU 
Power model of CPU, display, audio, 

GPS, and Wi-Fi [4] 

 

 
accuracy of three system power models (shown in Table 2): the 
system power model with our proposed GPU power model 
(SysPMw/GPU_proposed), the system power model with the GPU 
power model which considers the CPU power to be constant 
(SysPMw/GPU_constant), and the system power model alone 
(SysPMw/oGPU). The SysPMw/GPU_proposed consists of our 
proposed GPU power model and SysPMw/oGPU. On the other 
hand, SysPMw/GPU_constant consists of a model that assumes the 
GPU power to be constant [1] and SysPMw/oGPU. Note that 
SysPMw/oGPU is the power model for the five hardware 
components (CPU, display, audio, GPS, and Wi-Fi), except 
GPU [4]. For a fair comparison, we calibrate the coefficient of 
the GPU power model in SysPMw/GPU_constant [1] as the average 
of the GPU power available in our target smartphone. Similarly, 
we calibrate the coefficients of SysPMw/oGPU [4] for our target 
device as well. Note that we evaluate the accuracy of the GPU 
power models in terms of system power estimation accuracy 
since it is impossible to directly measure the GPU power itself. 
We use Monsoon PowerMonitor [6], an external power 
measurement tool, to evaluate the accuracy of system power 
estimations. 

We evaluate the accuracy of the system power models with 
two measures: Eavg (average error rate) and Eabs (average 
absolute error rate). We calculate the measures as follows: 

measured estimated
avg

1 measured

measured estimated

1 meas
b

d
s

ure
a

( )  ( )1
  ,

 (

( )  ( )

)

1
  ,

( )

n

t

n

t

P t P t
E

n P t

P P

n P

t t

t
E














       (2) 

where Pmeasured(t) is the system power measured by a power 
measurement device at time t, Pestimated(t) is the system power 
estimated by the power models at time t, and n is the execution 
time in seconds. Note that a small Eavg means that a GPU 
power model accurately estimates the overall energy 
consumption of the GPU, while a small Eabs indicates that a 
GPU power model accurately estimates the transient power 
consumption of the GPU. 

We evaluate the accuracy of the three system power models  
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Table 3. Description of target application and operation. 

Category Name Description 

Angry Birds 2D game 

Droid Invaders 3D game 

Pie3dDemo (Styrofoam) 3D rendering 
Application 

Pie3dDemo (DnD Dice) 3D rendering 

Operation Home screen scrolling - 

 

 
on Google Nexus 4, one of the latest smartphones. Nexus 4 
adopts a high-end GPU, Adreno 320, which provides four 
frequency levels: 128 MHz, 200 MHz, 325 MHz, and     
400 MHz. The smartphone operates with Android 4.2 (Jelly 
Bean) and Linux 3.4 kernel. 

As described in Table 3, we run three real smartphone 
applications and one basic smartphone operation that heavily 
utilizes the GPU in our evaluation. The three applications 
include two games with different GPU utilizations and one 3D 
rendering application. The two games are: a 2D game (Angry 
Birds) and a 3D game (Droid Invaders). For the 3D rendering 
application (Pie3dDemo), we run two different cases 
(Styrofoam and DnD Dice) of the application. The one basic 
operation is home screen scrolling, which is one of the most 
frequently used operations.  

In our experiment, we do not consider the case where multiple 
applications simultaneously utilize the GPU, since, in reality, 
such a case does not seem to exist. Note that to execute two 
applications that utilize the GPU at the same time, one of them 
should run in the background due to the limited display size of 
smartphones. In such a case, the smartphone places the 
application running in the background into a sleep state. As a 
result, the application in the background does not utilize the GPU. 

2. Evaluation Results 

As shown in Fig. 3, SysPMw/GPU_proposed precisely estimates 
the energy consumption and the transient power consumption; 
its Eavg and Eabs are always lower than 5%. On the other   
hand, SysPMw/GPU_constant underestimates the system power 
consumption, since all the cases in our evaluation heavily 
utilize the GPU. Note that GPU power in SysPMw/GPU_constant is 
assumed to be constant, which is the average of the GPU 
power. Moreover, SysPMw/oGPU also underestimates the system 
power consumption for all cases, since it estimates the GPU 
power to be zero. As a result, the Eavg of SysPMw/GPU_proposed is 
56.6% lower than that of SysPMw/GPU_constant (from 5.3% to 
2.3%) and 90.2% lower than that of SysPMw/oGPU (from 23.4% 
to 2.3%). Similarly, the Eabs of SysPMw/GPU_proposed is 45.4% 

lower than that of SysPMw/GPU_constant (from 6.6% to 3.6%) and 
84.9% lower than that of SysPMw/oGPU (from 23.8% to 3.6%). 
We further analyze each of the evaluation cases in the 
following subsections. 

A. Games 

Figures 4 and 5 show the power comparison between the 
three models for the Droid Invaders and the Angry Birds, 
respectively. During the execution of the games, the GPU 
utilization fluctuates. It fluctuates more during the execution  
of the Droid Invaders than during that of the Angry Birds. In 
the case of the Droid Invaders, as shown in Fig. 4, 
SysPMw/GPU_proposed most accurately traces the GPU power 
consumption, which varies during the execution, compared  
to the other power models. On the other hand, since 
SysPMw/GPU_constant and SysPMw/oGPU estimate the GPU power 
as a constant and as zero, respectively, they cannot trace the 
change in GPU power consumption. For example, between 
169 s and 205 s, the GPU power increases by approximately 
100 mW due to the increase in GPU utilization (we isolate the 
GPU power consumption from the measured system power by 
using SysPMw/oGPU). In spite of the increased GPU power 
consumption, the measured system power during the period 
does not vary by much, since the increase in the GPU power 
consumption is compensated by the decrease in the CPU 
power consumption, which is around 100 mW. During the 
period, SysPMw/GPU_proposed accurately tracks the measured 
power consumption, since our proposed GPU power model is 
sensitive to the varying GPU frequency and GPU utilization. 
However, SysPMw/GPU_constant underestimates the power 
consumption, since it is not able to detect the change in GPU 
frequency and GPU utilization. Consequently, the Eabs and Eavg 
of SysPMw/GPU_proposed are only 3.1% and 2.0%, respectively. 

In the case of Angry Birds, as shown in Fig. 5, 
SysPMw/GPU_proposed accurately follows the power consumption 
trend, though it slightly underestimates the power consumption 
during certain periods. Actually, the underestimation is caused 
by SysPMw/oGPU, which models the complex power behavior of 
the hardware components based on simple regression. Since 
the simple regression method only reflects the representative 
features of the complex power behavior of the hardware 
components, SysPMw/oGPU inevitably shows estimation errors 
in certain cases. In the case of Angry Birds, for example, 
SysPMw/oGPU largely underestimates the power consumption, 
though the actual GPU power consumption is small. Since  
we attach our GPU power model to the SysPMw/oGPU, 
SysPMw/GPU_proposed also underestimates the power consumption 
during certain periods of the Angry Birds game. Nevertheless, 
SysPMw/GPU_proposed still shows the highest estimation accuracy, 
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Fig. 3. Power estimation accuracy enhancement by proposed GPU power model. 
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Fig. 4. Power comparison for Droid Invaders. 
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Fig. 5. Power comparison for Angry Birds. 
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Fig. 6. Power comparison for Pie3dDemo (Styrofoam). 
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Fig. 7. Power comparison for Pie3dDemo (DnD Dice). 
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Fig. 8. Power comparison for home screen scrolling. 
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since our proposed GPU power model accurately tracks the 
power consumption of the GPU. Consequently, the Eabs and 
Eavg of SysPMw/GPU_proposed are only 4.6% and 3.2%, 
respectively. 

B. Rendering Application 

Figures 6 and 7 show the power comparison between the 
three models for the 3D rendering application (Pie3dDemo) in 
two different rendering cases (Styrofoam and DnD Dice), 
respectively. Since both rendering cases utilize the GPU 
heavily, the GPU utilization is kept high at the highest 
frequency throughout the execution of the rendering cases.  
For both rendering cases, SysPMw/GPU_proposed accurately traces 
the transient power consumption obtained from the power 
measurement device, since it captures the high frequency   
and utilization of the GPU. However, SysPMw/GPU_constant 
underestimates the power consumption throughout the 
execution of both the rendering cases, since the gap between 
the actual GPU power and the constant value (the GPU power 
in SysPMw/GPU_constant) widens at high frequencies and 
utilization. Similarly, SysPMw/oGPU also underestimates the 
power consumption of both the rendering cases, since it 

estimates the GPU power to be zero. As a result, in the case of 
Styrofoam, the Eavg and Eabs of SysPMw/GPU_proposed are only 
1.9% and 2.8%, respectively. In addition, in the case of DnD 
Dice, the Eavg and Eabs of SysPMw/GPU_proposed are 2.5% and 3.3%, 
respectively. 

C. Home Screen Scrolling 

We evaluate the accuracy of the three power models while 
constantly scrolling the home screen between 6 s and 216 s. 
Since our proposed GPU power model considers the varying 
GPU frequency and GPU utilization, SysPMw/GPU_proposed 

accurately estimates the power consumption throughout the 
execution. In the case of home screen scrolling, as shown in 
Fig. 8, SysPMw/GPU_constant does not underestimate the power 
consumption as much as it does in the other cases (Droid 
Invaders, Angry Birds, and the two Pie3dDemos), since the 
GPU power consumption during the home screen scrolling is 
similar to the constant GPU power of SysPMw/GPU_constant. As a 
result, in this case, the Eavg and Eabs of SysPMw/GPU_constant are 
4.4% and 5.4%, respectively. However, the Eavg and Eabs of 
SysPMw/GPU_proposed are still lower than that of SysPMw/GPU_constant, 
which are 1.9% and 4.1%, respectively. 
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V. Conclusion and Future Work 

In this paper, we proposed a novel GPU power model that 
considers the varying power consumption of recent 
smartphone GPUs. By taking GPU frequency and GPU 
utilization into account, our proposed power model accurately 
traces the actual GPU power behavior. Our evaluation results 
show that the estimation accuracy of the system power model 
with our proposed GPU power model (97.1%, on average) is 
higher than that of the system power model with the constant 
GPU power model (94.1%, on average). We expect our 
proposed technique to be widely adopted in many smartphone 
power modeling techniques and are confident that it can 
significantly enhance the accuracy of such techniques. 

As a future work, we plan to develop a method that 
automatically calibrates our power model for different 
smartphones, to encourage end users to adopt our power model. 
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