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The power consumption of 3D many-core processors 
can be reduced, and the power delivery of such processors 
can be improved by introducing voltage island (VI) design 
using on-chip voltage regulators. With the dramatic 
growth in the number of cores that are integrated in a 
processor, however, it is infeasible to adopt per-core VI 
design. We propose a 3D many-core processor 
architecture that consists of multiple voltage clusters, 
where each has a set of cores that share an on-chip voltage 
regulator. Based on the architecture, the steady state 
temperature is analyzed so that the thermal characteristic 
of each voltage cluster is known. In the voltage scaling and 
task scheduling stages, the thermal characteristics     
and communication between cores is considered. The 
consideration of the thermal characteristics enables the 
proposed VI formation to reduce the total energy 
consumption, peak temperature, and temperature 
gradients in 3D many-core processors. 
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I. Introduction 

The use of multiple supply voltages through the design of 
voltage islands (VIs) has been introduced into system-on-chip 
(SoC) design to minimize power consumption levels. A VI in a 
many-core processor is a set of cores that are physically  
contiguous and are powered by the same supply voltage. 
Timing-critical tasks are assigned to the cores in the VI that are 
powered by higher supply voltages so that the performance 
constraint can be met. Meanwhile, tasks that are not timing-
critical are assigned to the cores in the VI that are powered by 
lower supply voltages; thus, these cores run more slowly, 
thereby reducing the total power consumption [1]–[2].  

Three-dimensional (3D) integration technology has been 
accepted as a solution to the problems faced by traditional two-
dimensional (2D) integration technology. In 3D ICs, the global 
wire length is reduced by a factor of √k, where k is the number 
of stacked layers [3]. Recently, microprocessor design has been 
shifting from multi-core to many-core configurations due to the 
power wall that multi-core processors are facing [4]. The 
performance of many-core processors can be improved   
using 3D integration technology because the on-chip 
communications are significantly shortened. Integrated 
multiple core dies are accepted as a promising alternative to be 
used in future high-performance computing systems [5]. 

Although 3D stacking of core layers offers a lot of 
advantages, some existing problems may be exacerbated. One 
of the challenges is the thermal crisis. The power density   
per unit volume considerably increases compared to 2D 
technology, so the peak temperature may soar. It was shown 
that the peak temperature of a 3D chip made of two layers 
increased by more than 20°C without any modifications to 
mitigate the thermal problems [6]. The temporal and spatial 
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temperature gradients also become larger due to the thermal 
characteristics of stacked layers — it is easier for the layers that 
are closer to the heat sink to release the heat than it is for those 
that are further away [7]. The elevation of the temperature  
may cause reliability crisis or performance degradation. Thus, 
thermal-aware methods should be added to the 3D design flow 
[8]. 

Power delivery is also one of the critical challenges. Multiple 
layers are stacked, but the number of I/O pins is limited. 3D 
ICs have to deliver k times more current with the same power 
supply. Adopting on-chip voltage regulators to 3D many-core 
processors can support a stable supply power across the layers. 
Moreover, it supports the fine-grained voltage and frequency 
management and better power delivery efficiency. There have 
been attempts to embed voltage regulators on chips to support 
fine-grained voltage management [9], and a voltage regulator 
stacked in 2.5D has been demonstrated [10]. 

In this paper, a thermal-aware VI formation for 3D many-
core processors is proposed. A VI formation for many-core 
processors includes a series of procedures to decide on which 
core a task is mapped and a proper supply voltage for a core. 
The proposed VI formation is based on homogeneous 3D 
many-core processor architectures, which are restricted by the 
power delivery network design. A set of cores is tied to an on-
chip voltage regulator to form a voltage cluster (VC), which is 
the unit of a VI. The VCs are prioritized based on a steady-state 
temperature analysis and are selected to form a VI to minimize 
the communication and computation energy consumption. The 
remainder of this paper is organized as follows: Section II 
introduces the previous works related to this paper. Section III 
presents the target 3D many-core architecture, and the thermal-
aware VI formation for the architecture is explained step by 
step in Section IV. Section V provides the experimental setup 
and an analysis of the experimental results.  

II. Previous Work 

A lot of studies have been done to optimize the energy 
consumption of many-core processors. The use of multiple 
supply voltages and dynamic voltage frequency scaling 
(DVFS) are popular techniques that reduce the computation 
energy by lowering the supply voltage. The early studies 
focused on the reduction of the power consumption without 
performance loss, but the more recent techniques aim to 
address other design issues at the same time. Managing 
thermal-management problems through DVFS in 2D ICs has 
been proposed [11]–[12].  

With aggressive scaling, variations become severe. Each 
core’s maximum frequency may differ due to the inter-core and 
intra-core variations. A communication, process, voltage, and 

temperature (PVT) variation-aware VI formation voltage 
selection method was proposed in [13]. It had the flexibility to 
change the voltage of each core, and it was shown that the 
cloud-shaped VI formation minimized the impact of PVT 
variations. However, the per-core level voltage management 
exacerbates the complexity of the power delivery network, so 
this approach cannot be easily extended to 3D-stacked many-
core design.  

There have been some attempts to tackle the thermal 
problems of 3D many-core processors. Thermal-aware task 
scheduling for 3D multi-core was proposed in [14]. There is a 
strong thermal connectivity between vertically adjacent cores. 
Based on that, a set of vertically adjacent cores is defined as a 
“supercore.” Accordingly, a set of tasks that are scheduled 
together is bound as a “supertask.” The task scheduling for 3D 
multi-core processors can be regarded as the task scheduling 
for 2D. A runtime optimization policy for 3D multi-core 
processors was proposed in [15]. The target architecture is 
specified as a two-layer 3D multi-core processor: a DRAM 
layer is stacked on a multi-core layer. The policy selects either 
the low-power mode or the turbo mode under the power and 
thermal constraints.  

Dynamic thermal management is efficient since the heat 
generation is mainly dependent on the power consumption, 
consequently the workload. Unlike 2D ICs, 3D ICs have 
unique static thermal characteristics, and the problems caused 
by the static characteristics can be statically addressed. The 
configuration of the cores and on-chip memories in a layer may 
affect the thermal characteristics of 3D many-core processors. 
In [16] and [17], various configurations of cores and on-chip 
memories in a layer were studied in terms of the thermal issues. 
In general, it is better to locate cores on the bottom layer and to 
place cores and on-chip memories to be vertically adjacent. 

Our work is not a straightforward extension of the 2D VI 
formation. Traditionally, the VI formation has aimed to reduce 
the power and energy consumption. Reducing the impact of 
some emerging issues, such as process variations, has recently 
become a new subject. Thermal and power delivery problems 
are the critical issues that are aggravated in 3D integration 
technology. We present the thermal-aware VI formation for 3D 
many-core processors, the architecture of which is restricted by 
the power delivery network. 

III. 3D Many-Core Processor Architecture 

Using multiple VIs incurs extra costs, such as the multiple 
power grid design overhead and additional supporting blocks. 
The higher the extra costs are, the higher the power efficiency 
is obtained due to the finer granularity of the VI formation. The 
design of multiple VIs can be categorized according to the 



120   Hyejeong Hong et al. ETRI Journal, Volume 37, Number 1, February 2015 
http://dx.doi.org/10.4218/etrij.15.0114.0257 

granularity of VIs. Per-chip VI has the coarsest granularity, 
which means that every core in the many-core processor 
operates according to the same DVFS schedule offered by the 
power grid. The opposite extreme is per-core VI, in which 
every core operates at an individual supply voltage according 
to its own DVFS schedule. In many-core processors, it is 
impractical to design the power delivery network to support 
per-core VI, as the number of integrated cores in a processor 
drastically increases. The reasonable alternative between the 
two extremes is per-cluster VI, which is where a set of cores 
form a VI. In [18], the trade-off between the number of cores in 
a cluster and the energy gain in a 2D many-core processor 
comprised of 80 cores was studied. Clustering four cores 
showed 70% improvement of energy gain compared with the 
case with no clustering, while reducing the extra cost by 
approximately 50%. In particular, 3D die stacking severely 
increases the complexity of the power delivery network design, 
so core clustering in pre-fabrication is inevitable. 

We consider homogeneous 3D many-core processors, which 
consist of identical layers with VCs. This assumption of 
homogeneous 3D ICs is reasonable since stacking identical 
layers can reduce both design efforts and manufacturing costs 
[19]. The 3D many-core processor has either 128 cores or 256 
cores. Each layer has 64 cores; that is, the 128-core processor 
consists of two layers, and the 256-core processor consists of 
four layers. A group of cores is connected to a voltage regulator 
module (VRM), which is called a VC. The VC is the unit to 
form a VI. The number of cores in a VC is set as either four or 
eight. Figure 1 illustrates the floorplan of a layer of the 3D 
many-core processor with 16 VCs. There are 64 cores in a 
layer, and four cores are tied to a VC that is connected to a 
single VRM. The colors of the cores in a VC are the same, 
which means that they work at the same supply voltage and 
 

 

Fig. 1. Floorplan of layer of 3D many-core processors with 2×2 
VCs. 
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frequency settings. The shapes of VCs can be either square or 
rectangular. The impact of the shapes of the VCs will be 
presented later on in Section V-2. 

The on-chip communication is based on the network-on-chip 
(NoC). NoC was introduced to support efficient on-chip 
interconnection as on-chip communication increases and the 
size of chips grows. Moreover, the concept of NoC, 
transmitting data through switches and routers, matches well 
with the use of multiple supply voltages. Mesh topology is the 
most popular 2D NoC topology due to its regularity. Based on 
that, a stacked 8 × 8 mesh topology NoC is assumed. The 
structure of the router of the stacked mesh topology is a 
straightforward extension of that of the 2D mesh topology: two 
physical ports, one for up and one for down, are added to 
support inter-layer data transmission [20]. 

IV. Thermal-Aware VI Formation 

In this section, we present the process of the thermal-aware 
VI formation for the 3D many-core processors described in 
Section III. Figure 2 illustrates the overall flow. It aims to 
minimize the energy consumption while mitigating the thermal 
problems. 

1. VC Thermal Analysis 

The thermal dissipation of ICs is dependent on the power 
consumption, so it depends on the workloads. Therefore, 
dynamic approaches are needed to effectively solve the thermal 
problems. In 3D ICs, however, there are some features 
 

 

Fig. 2. Proposed thermal-aware VI formation flow. 
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resulting from the nature of multiple die stacking that can be 
statically addressed. One side of a chip is contiguous to the heat 
sink, and the other side is contiguous to the board in 2D ICs, so 
it is relatively easy to release the generated heat. However, 
releasing the heat becomes difficult in 3D ICs. Although every 
layer is identical in the homogeneous 3D many-core processors, 
the thermal dissipation of each layer differs. The closer a layer 
is to the heat sink, the greater its rate of heat release. Moreover, 
the cores at the boundary of a layer tend to release heat more 
easily than those at the center. 

The shapes of VCs are fixed in pre-fabrication, and the 
floorplan is known. HotSpot [21] is a widely used temperature 
modeling tool that is basically for 2D systems, but it can be 
extended to model 3D stacked dies. We utilize the extended 
HotSpot [15] for the steady-state temperature simulations. We 
assume that every core runs at the same supply voltage and 
frequency setting without any idle time for a certain period of 
time. By making all cores run the same workload, the results of 
the steady-state temperature simulation show solely the static 
thermal characteristics of the cores. The characteristics are due 
to the physical location of the cores; thus, they are deterministic 
after fabrication. The core is modeled based on the SPARC 
core, which is relatively small and simple. The power delivery 
network of VCs in a many-core processor is a standard design; 
thus, we can assume that all VCs generate the same amount of 
heat. 

Figure 3 shows the two layers with sixteen 4 × 1 VCs —  
“4 × 1” indicates that the number of cores in the VC is four and 
that the shape of the VC is a column with four elements. For 
the sake of simplicity, the power delivery network is omitted in 
the figure. We number the VCs from left to right and from 
bottom to top in the floorplan. The first number after the term 
“VC” represents the layer — “0” represents the top layer, 
which is the farthest layer from the heat sink. As a result of the 
steady-state temperature analysis, the VCs with the lowest 
temperature are given the highest priority. The priority is 
strongly dependent on the location of the VC. Here, VC1_0, 
VC1_7, VC1_8, and VC1_15 are the VCs with the highest  
 

 

Fig. 3. Floorplan of two layers with 4 × 1 VCs that comprise the 
3D many-core processors. 
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priority, and VC0_0, VC0_7, VC0_8, and VC0_15 are the 
VCs with the second-highest priority. The priority is to be used 
in the VC selection stage to bind the proper VCs to improve the 
thermal dissipation. 

2. Initial Voltage Scaling 

The initial voltage scaling is the first step of the dynamic part 
of the proposed thermal-aware VI formation. The former stage, 
VC thermal analysis, utilizes only information that is related to 
the 3D many-core processor architecture as input, but this stage 
additionally requires the information related to the workloads. 
A task graph, TG(V, E), is a directed acyclic graph that 
represents the workloads to be executed on the 3D many-core 
processor. The vertices represent the tasks, and the edges 
represent the communication between the connected vertices. 
A computation time is defined for each vertex, and a 
communication weight, which is the amount of data transferred, 
is defined for an edge. Also, the timing constraints are given to 
each task graph.  

First, the initial voltage for each task is selected under the 
timing constraints for the given task graph. The routing is not 
yet known in this stage, so the worst-case routing is assumed; it 
is assumed that all communications between the cores are 
simultaneously conducted using a single routing path.  

We assume that there are m available supply voltages, {Vdd1, 
Vdd2, … , Vddm}, where Vdd1 is the highest. The operating 
frequency is defined to be scaled down according to the supply 
voltage. That is, the supply voltage and operating frequency 
setting is given as {(Vdd1, f1), (Vdd2, f2), … , (Vddm, fm)}. Tasks 
are slowed down to eliminate their slacks by selecting one of 
the m available supply voltages and frequency settings. First, 
the critical path of the task graph is found, and then the supply 
voltage is selected not to violate the timing constraint but to 
reduce the slack of the critical path as much as it can. For 
example, if the selected supply voltage is Vdd2, then all the tasks 
are now scaled down to Vdd2. Although the supply voltage is 
lowered, a lot of tasks still have slacks. The supply voltages of 
these tasks are then scaled down again to the next lowest, Vdd3. 
This is iterated until there are no remaining tasks having slacks. 

Once the initial voltage scaling is completed, all the tasks in 
the task graph are given one of the supply voltages. Although 
the physical contiguity cannot be known at this stage, what is 
certain is that we know which tasks compose a certain VI. This 
is called the initial VI formation. The number of cores in a VI is 
now known; thus, the required number of VCs to form the VI 
is also known. 

3. VC Selection and Task Scheduling 

After the initial VIs are formed, tasks are physically assigned 
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to the cores and scheduled. This step brings the thermal 
awareness into the VI formation by exploiting the results of the 
VC thermal analysis, VC priority. VCs are sorted according to 
the VC priority, but there may be several VCs with the same 
priority. There are four VCs with the highest priority in the 3D 
many-core platform in Fig. 3; VC1_0, VC1_7, VC1_8, and 
VC1_15. Moreover, simply using VC priority may increase the 
total energy consumption considerably. For example, in the 
case in which three VCs are required for a certain VI, VC1_0, 
VC1_7, and VC1_8 are selected if the VC priority is followed. 
However, VC1_7 is physically far from VC1_0 and VC1_8, so 
this selection elevates the communication overhead if tasks 
assigned to VC1_7 communicate with tasks on either VC1_0 
or VC1_8. If VC0_0, from the second-highest priority, is 
selected instead of VC1_7, then it results in larger energy 
savings. To take care of this issue, the VC priority is elaborated 
by taking communication overhead into account. 

The VCs that have the same VC priority as a result of the 
steady-state thermal analysis are categorized according to their 
adjacency. VCs are grouped together if they are physically 
contiguous. As a result, there may be several groups of VCs 
with identical VC priorities.  

Task scheduling is based on an as-soon-as-possible approach, 
which gives the top priority to the tasks that have the smallest 
flexibility in terms of timing constraints. Thus, tasks on the 
critical path are dealt with first. The highest voltage and 
frequency setting has been selected for the tasks on the critical 
path in the initial voltage scaling. The VIs with the highest 
voltage are dealt with first. The first VC selection is 
straightforward: it randomly selects one of the VCs in any of 
the groups with the highest VC priority. From the second VC 
selection, we utilize the elaborated priority (EP), which is given 
by  

l_ steady
1

EP(VC ) CW ,
W

c w w
w

T D


          (1) 

EP(VCl_c) includes two factors: static thermal characteristics 
and communication overhead. The variable ΔTsteady denotes the 
difference in the steady-state temperatures between the VC 
with the lowest steady-state temperature and VCl_c. A smaller 
ΔTsteady indicates a more appropriate location for tasks with 
higher supply voltages. The amount of communication 
between VCl_c and the predecessor VCs is denoted by CWw. 
The Manhattan distance between the center of VCl_c and that of 
the predecessor VCs is denoted by Dw. The weighting factor, α, 
is the empirical value that maximizes the thermal 
improvements for each 3D many-core platform. The VC that 
has the lowest EP(VCl_c) is selected as the next VC.  

Once the VCs are selected, the tasks in the VI are assigned to 
the cores in the VCs and are scheduled. The root task, which is 

the task that has no inputs but has outputs, is the first one that is 
assigned. The rest of the tasks are assigned to the cores that are 
close to those where their predecessors were assigned, thereby 
minimizing the communication overhead.  

4. 3D Routing 

Many routing algorithms for many-core processors with 
NoCs have been proposed, but most of them are for 2D 
architectures. In [22], a thermal-aware routing algorithm for 3D 
NoCs was proposed. This algorithm also exploits the fact that 
the lower layers tend to be easily cooled down. The downward 
routing gives the z-axis routing top priority so that the majority 
of the data transmissions happen in the lower layers. We 
modified the algorithm for our target architecture, but we still 
perform the z-axis routing first. The west-first routing algorithm 
is used to prevent deadlock. 

5. VI Refinement 

As a result of the 3D routing, the actual routing is now 
known. The routing costs are calculated, and the task graphs 
are updated with the actual routing costs. The energy that is 
consumed in the generated VI is calculated. The dynamic 
power of each core is calculated as 

2
dynamic eff dd ,P C V f                (2) 

where Ceff is the effective switching capacitance, Vdd is the 
supply voltage, and f is the operating frequency. The static 
power is modeled as 

static 0 dd ,
tqV

nkTP I e V


                (3) 

where I0 and n are technology-dependent constants, and T is 
the temperature. The total energy that is consumed by the cores 
is therefore 

core dynamic static active static idle( ) ,E P P t P t          (4) 

where tactive is the time period during which the core is active, 
and tidle is the time period during which the core is not working. 
The cores to which no tasks are assigned are completely 
powered off, so the energy consumption is zero. 

The energy consumed by the NoC can be obtained by 
modeling the communication energy consumed to transfer data 
from a source to a destination. The communication energy per 
bit is modeled as 

   
bit bit bitbit hops S v_hops V hops v_hops H( 1 ) ,E n e n e n n e         

 (5) 
where nhops is the number of switches to the destination, and 
nv_hops is the number of inter-layer transmissions. The energy 
consumed by the switch, per bit, is denoted by eSbit, and eVbit and 
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eHbit are the energy consumed per bit by the inter-layer link and 
the intra-layer link, respectively. The inter-layer link is much 
shorter than the intra-layer link in a 3D architecture, and eHbit is 
even greater than eVbit. 

After the calculation, the next step is to determine whether 
there are any timing violations or chances for further energy 
reductions by lowering any task’s voltage level. Because we 
assumed the worst-case routing at the beginning, hardly any 
timing violations are found. If a timing violation is found, then 
the root task in the VI is moved to a VI with a higher voltage 
level, and then the routing has to be done again, and the energy 
consumption is calculated. On the other hand, if there is slack, 
then the task that is farthest from the root task is moved to a VI 
with a lower voltage level. Moving the task may increase   
the total energy consumption due to the increase in the 
communication energy. If the new energy savings is not larger 
than the original VI formation, then the new formation is not 
taken. Once the calculation is completed, power traces of cores, 
switches, and links can be obtained. The power traces are 
utilized to extract temperature traces in the modified HotSpot. 

V. Experiments 

In this section, we present the experimental setup and 
analyze the proposed technique in terms of energy saving and 
thermal management. 

1. Experimental Setup 

To examine the impact of the size and shape of VCs 
comprehensively, energy savings and temperature changes 
were evaluated while varying the size and shape of VCs. The 
shape of a VC is represented as nrow × ncolumn, where nrow is the 
number of core rows in the VC and ncolumn is the number of 
core columns in the VC. The shapes of VCs used in the 
experiments are 2 × 2, 4 × 1, and 4 × 2. We also varied the 
layer count; 128-core processor of two layers and 256-core 
processor of four layers are considered. Therefore, the 
proposed technique was evaluated in six 3D many-core 
platforms in total. 

We assume that the on-chip voltage regulator can offer fine-
grained voltage management so that the voltage levels used 
vary from 0.7 V to 1.3 V, in 0.1 V increments. To model the 
simple and low-performance core in a many-core processor, 
the maximum frequency is set to 0.5 GHz, while the NoC 
operates at 1 GHz. The technology used is assumed to be    
45 nm process technology. 

We have evaluated the energy consumption and temperature 
using task graphs. Twenty task graphs were randomly 
generated in the standard task graph [23] format. The three real  

Table 1. Characteristics of task graphs. 

 Robot Sparse Fpppp Random TGs

Number of vertices 88 96 334 300–500 

Number of edges 131 67 1,145 827–3,472 

Critical path length 569 122 1,062 985–2,623 

Parallelism 4.36 15.87 6.71 6.10–25.42 

 

 
task graphs, the robot control program, sparse matrix solver, 
and SPEC95 fpppp kernel, were also used. Table 1 shows the 
characteristics of the task graphs used in the experiments. The 
numbers of tasks of robot and sparse are not large enough to 
evaluate many-core processors, so we tripled them: three 
identical task graphs are used to compose a task graph. The 
critical path length is the total computation time of the tasks on 
the critical path. The parallelism is defined as the sum of the 
computation times of all tasks divided by the critical path 
length. The last column of Table 1 shows the range of the 
twenty generated task graphs. 

There have been no previous works on the VI formation for 
3D many-core architectures yet. In addition, the key objective 
of the proposed thermal-aware VI formation is to utilize the 
static thermal characteristics of 3D architectures in making 
dynamic decisions, which 2D architectures do not have; thus, it 
is impossible to compare with any other 2D techniques. To 
demonstrate the advantages of the proposed thermal-aware 
(TA) VI formation, a non-thermal-aware (non-TA) VI 
formation was also built. A non-TA VI formation follows the 
same flow as TA, but it skips the VC selection stage, which 
uses EP. Instead, it selects the first VC randomly, and the next 
VCs are selected to minimize the communication overhead. A 
non-TA VI formation reduces the energy consumed by 
communication but neglects thermal management. The priority 
for non-thermal VC selection is given by 

l_c
1

(VC ) CW ,
W

w w
w

P D


             (6) 

which is the same as (1) but with α equal to zero. 

2. VC Thermal Analysis 

In the first step of the proposed VI formation, a steady-state 
temperature analysis is performed for each of the six many-
core platforms. We modified the extended HotSpot to model 
our 3D many-core processors. The parameters used in the 
thermal simulation are shown in Table 2. It was assumed that 
2% of the die area is occupied by through-silicon vias (TSVs) 
and that they are evenly spread. The modeling of TSVs is  
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Table 2. 3D thermal simulation parameters. 

Parameter Value 

Die thickness 0.15 mm 

Silicon thermal conductivity 100 W/mK 

Silicon specific heat capacity 1750 kJ/m3 K 

Interface material thickness 0.02 mm 

Interface material conductivity 4 W/mK 

Spreader thickness 1 mm 

Spreader thermal conductivity 400 W/mK 

Heat sink thickness 6.9 mm 

Heat sink resistance 0.1 k/W 

 

 

 

Fig. 4. VC priority maps: (a) 3D many-core processor of 128
cores with 2 × 2 VCs and (b) 3D many-core processor of 
256 cores with 2 × 2 VCs. 
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provided into the modified HotSpot so that the Hotspot can 
include the heat generated from TSVs in the thermal analysis. 
The parameters that are not related to 3D die stacking follow 
the default values of the original HotSpot. 

Figure 4 visualizes the VC priority of the 3D many-core 
processors with 2 × 2 VCs: (a) and (b) are the VC priority 
maps of the two-layer processors and the four-layer processors, 
respectively. A small square represents a four-core VC. The 
darker red color indicates a VC with a higher steady-state 
temperature; that is, a lower priority. Conversely, the core in  
lighter red is cooler and has higher priority. The numbers in the 
parentheses after the VC names are the VC priorities, where 
“1” means the highest priority. The VCs with the highest 
priority will be selected first to assign power-consuming jobs. 
The VC priority maps clearly show the static thermal 

characteristics of homogeneous 3D many-core processors. The 
four VCs that are located at the centers of the layers have lower 
priorities in every layer, and the VCs on the bottom layer have 
higher priorities. 

The VC priority is simple when the layer count is two. The 
VCs are categorized into six groups in this platform. VC1_0, 
VC1_3, VC1_12, and VC1_15 have first priority; VC0_0, 
VC0_3, VC0_12, and VC0_15 have second priority; and 
VC1_1, VC1_2, VC1_4, VC1_7, VC1_8, VC1_11, VC1_13, 
and VC1_14 have third priority. By doubling the layer count, 
the maximum ΔTsteady is nearly tripled and shows the static 
thermal characteristics much more clearly. The VCs are 
categorized into twelve groups in this platform. The VCs at the 
vertices of the bottom layer, VC3_0, VC3_3, VC3_12, and 
VC3_15, have top priority regardless of the layer count. 
Interestingly, VC3_1, VC3_2, VC3_4, VC3_7, VC3_8,  
VC3_11, VC3_13, and VC3_14 have second priority, and 
VC2_0, VC2_3, VC2_12, and VC2_15 have third priority in 
this platform. This explains that it becomes much more difficult 
to remove the heat in upper layers as the number of stacked 
dies grows. This tendency is also shown in the other platforms 
with 4 × 1 VCs and 4 × 2 VCs. 

3. Energy Saving and Thermal Management 

The proposed technique basically aims to minimize the total 
energy consumption by the use of multiple supply voltages. 
The energy consumption was calculated using (4) and (5) at the 
last stage of the proposed VI formation. The energy savings are  
 

 

Fig. 5. Energy savings over the case without the use of multiple 
supply voltages: (a) robot control program, (b) sparse 
matrix solver, (c) fpppp kernel, and (d) average of 20 
randomly generated tasks. 

40

35

30

25

20

15

10

5

0

E
ne

rg
y 

sa
vi

ng
 (

%
) 

40

35

30

25

20

15

10

5

0

E
ne

rg
y 

sa
vi

ng
 (

%
) 

2×2 4×1 4×2 2×2 4×1 4×2

Non-TA 128
TA 128 
Non-TA 256
TA 256 

Non-TA 128
TA 128 
Non-TA 256
TA 256 

VC configuration VC configuration 

(a) (b) 

40

35

30

25

20

15

10

5

0

E
ne

rg
y 

sa
vi

ng
 (

%
) 

40

35

30

25

20

15

10

5

0

E
ne

rg
y 

sa
vi

ng
 (

%
) 

2×2 4×1 4×2 2×2 4×1 4×2
VC configuration VC configuration 

(c) (d) 

Non-TA 128
TA 128 
Non-TA 256
TA 256 

Non-TA 128
TA 128 
Non-TA 256
TA 256 

 



ETRI Journal, Volume 37, Number 1, February 2015 Hyejeong Hong et al.   125 
http://dx.doi.org/10.4218/etrij.15.0114.0257 

illustrated over the case where multiple supply voltages are not 
supported (see Fig. 5). In Fig. 5, the two darker bars represent 
the energy savings of the many-core processor with 128 cores, 
and the remaining two lighter bars indicate the many-core 
processor with 256 cores. Generally, the energy savings of the 
256-core configurations are larger than those of the 128-core 
configurations. There are more chances to exploit the 
parallelism, and in addition, the energy consumption by the 
inter-layer transmission is significantly smaller, so the total 
energy consumption is reduced. 

What we focus on is the size and shape of the VCs. The 
energy savings are the least significant when the VC has eight 
cores, as expected. This is due to the reduced flexibility in the 
VI formation. However, it reduces the cost for the power 
delivery network, so the size of the VCs has to be decided 
depending on the given cost constraints. The impact of the 
shape of the VCs can be seen by comparing the 2 × 2 and 4 × 1 
shapes. For the platforms with 4 × 1 VCs, the communication 
distance may be lengthened unless the VCs that are vertically 
adjacent are bound to form a VI. Therefore, the energy 
efficiency of 4 × 1 VCs is lower in the two-layer many-core 
processors. However, the energy efficiency of 4 × 1 VCs is 
improved in the four-layer many-core processors, showing 
unnoticeable differences compared to 2 × 2 VCs. Overall, the 
VI formation results in energy savings over the configuration 
with no multiple supply voltages by 17% to 29%. The 
differences in the energy savings made by the non-TA and TA 
VI formations are not significant. 

The advantage of the proposed VI formation is demonstrated 
through the thermal simulations. The power traces were 
extracted for each task graph in every platform. They are input 
into the modified HotSpot to generate temperature traces. Since 
running a task graph does not take long enough to obtain 
meaningful temperature traces, four scenarios that run a 
number of task graphs in a specific order were built. The power 
traces in each core and NoC were extracted and inputted into 
the modified HotSpot to generate temperature traces. The 
resulting temperature traces were named T trace 1, T trace 2,  
T trace 3, and T trace 4. Each scenario has a different 
combination of the three real task graphs and the twenty 
generated task graphs, in terms of the number of task graphs 
and the order in which to run them. 

The peak temperatures of the temperature traces when VIs 
are formed by the proposed TA technique are listed in Table 3. 
The peak temperatures by non-TA were also obtained, and the 
reductions on the peak temperatures by TA over non-TA VI 
formations are listed in Table 4. Although non-TA and TA lead 
to similar levels of energy saving, the differences in the 
reduction of the peak temperature clarify the benefit of TA. By 
introducing the thermal-awareness into the VI formation, the  

Table 3. Peak temperatures by TA (°C). 

128-core two-layer 256-core four-layer 
 

2×2 4×1 4×2 2×2 4×1 4×2 

T trace 1 95.02 93.78 95.13 105.81 104.27 105.18

T trace 2 93.89 94.57 95.24 103.67 103.23 105.71

T trace 3 94.37 92.28 94.56 104.43 105.37 104.87

T trace 4 95.57 94.45 94.46 106.22 105.44 106.74

 

Table 4. Reductions on peak temperature by TA over non-TA (°C).

128-core two-layer 256-core four-layer  

2×2 4×1 4×2 2×2 4×1 4×2 

T trace 1 9.56 9.20 7.69 14.21 15.75 13.01

T trace 2 9.23 9.07 6.82 14.53 16.31 12.58

T trace 3 9.04 8.36 6.18 14.33 16.02 14.20

T trace 4 10.12 9.61 7.22 14.82 15.96 13.59

 

Table 5. Maximum temperature gradients by TA (°C). 

128-core two-layer 256-core four-layer 
 

2×2 4×1 4×2 2×2 4×1 4×2 

T trace 1 12.20 11.87 12.79 20.33 20.84 21.14

T trace 2 11.78 12.29 13.47 19.05 18.51 20.87

T trace 3 13.13 13.04 13.66 20.04 19.71 21.71

T trace 4 12.54 13.26 13.64 19.64 20.01 22.14

 

 
peak temperatures were reduced by 6.18°C to 16.31°C for all 
of the platforms we considered. 

Also, the impact of the shapes of the VCs can be seen if 
looking into the results of TA listed in Table 4. The impact is 
not clearly shown in the results of the two-layer many-core 
processors. In the four-layer many-core processors, it is clearly 
shown: using the 4 × 1 VCs results in further reductions of up 
to 1.11°C in the peak temperature compared to the 2 × 2 VCs. 
Although the 4 × 1 VC is not very helpful in minimizing the 
communication overhead due to its unbalanced shape, it can be 
beneficial for thermal management because the cores in the 
boundary in a layer are tied together. The 4 × 1 VCs that are 
vertically adjacent form a VI and take care of the timing-critical 
tasks. 

The maximum temperature gradients of the temperature 
traces when VIs are formed by the proposed TA technique are 
listed in Table 5, and the reductions over non-TA are listed in 
Table 6. The temperature gradients considerably increased in 
the four-layer many-core processors compared to the two-layer  
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Table 6. Reductions on maximum temperature gradients by TA over 
non-TA (°C). 

128-core two-layer 256-core four-layer 
 

2×2 4×1 4×2 2×2 4×1 4×2 

T trace 1 2.43 3.08 2.22 5.31 6.24 4.99 

T trace 2 2.59 2.67 2.16 6.58 6.89 5.68 

T trace 3 2.12 2.08 2.02 6.21 6.77 5.48 

T trace 4 2.69 2.32 2.18 5.89 6.14 5.24 

 

 

 

Fig. 6. VI formation for 3D many-core processor of four layers 
with 2 × 2 VCs, where the task graph is sparse: (a) non-
TA VI formation and (b) proposed TA VI formation. 

Layer 0 

Layer 1 

Layer 2 

Layer 3 

Off

Layer 0

Layer 1

Layer 2

Layer 3

0.7
0.8
0.9
1.0
1.1
1.2
1.3

Vdd (V) 

 
many-core processors. The TA VI formation reduced the 
maximum temperature gradients by 4.99°C to 6.89°C in the 
four-layer many-core processors. 

Figure 6 compares the results of VI formation by non-TA 
and TA for 3D many-core processor of four layers with 2 × 2 
VCs after the completion of running sparse. The trapezoid 
represents a VC, and the VCs, which are in the same color and 
physically contiguous, form a VI. Non-TA VI formation 
randomly selected VC2_4 as the first VC. The following VC 
selection is done to minimize the energy consumption by 
communications. The energy consumption by the inter-layer 
communication is much lower than that by the intra-layer 
communication in a 3D many-core processor. Therefore, the 
majority of the VIs are formed across multiple layers, thereby 
minimizing the energy consumption by communications. TA 
VI formation selected VC3_0 on the bottom layer as the first 
VC. By bringing the thermal-awareness into the VI formation, 
the result of the VI formation has regularity; the result is 
reminiscent of the thermal characteristics of 3D many-core 
processors with 2 × 2 VCs, as illustrated in Fig. 4. The VCs at 
the boundaries and at the centers are never tied together to form 
a VI. This is the key to the improvement of the thermal 
characteristics of 3D many-core processors. 

VI. Conclusion 

In this paper, we proposed a thermal-aware VI formation for 

3D stacked many-core processors. A VC, which is a set of 
cores connected to a single on-chip voltage regulator, is the unit 
used to form a VI. This homogeneous floorplan can support 
stable power delivery across all layers. The VCs are prioritized 
through a steady-state temperature analysis, and then proper 
VCs are selected to form a VI. The communication overhead is 
also taken into account to reduce the communication energy 
consumption. The experimental results showed that the 
proposed TA VI formation resulted in energy savings ranging 
from 20% to 29% when compared to the case without the use 
of multiple supply voltages. The advantages of TA were 
remarkable in the four-layer many-core processors. The peak 
temperature is reduced by up to 16.31°C, and the maximum 
temperature gradient is reduced by up to 6.89°C. 
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