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Mobility management is important in mobile cellular 
networks. In this study, we considered an enhanced 
location-based registration (ELR) method. In the ELR 
method, even when a mobile phone enters a cell to find 
that the cell is already on its list (of visited cells) and then 
updates its main counter, it does not remove any cells from 
the list (memory space permitting), which gives better 
performance than the location-based registration (LR) 
method. However, the location registration cost of the 
ELR method is still high, and there is a lot of room for 
improvement with regards to this matter. We now propose 
an improved version of the ELR method; namely, the 
improved ELR (iELR). In the iELR method, when a 
mobile phone enters a cell to find that the cell counter 
value is less than the main counter value, or when a mobile 
phone enters a cell to register its location, it updates the 
main counter and the cell counter values as much as 
possible to reduce the future need for registrations. We 
show that our proposed iELR method provides better 
performance than the ELR method. 
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I. Introduction 

With the advent of 4G networks, mobile subscribers have 
been increasing in number and more accelerated growth for 
high-quality services is expected [1]–[2]. In mobile cellular 
networks, location registration is the process by which a mobile 
registers its location and status to a network so that the network 
is able to efficiently page the mobile when an incoming call for 
the mobile arrives. Without registration, the network cannot 
know where the mobile is located and may have to page in 
many cells of the network [3]–[7].  

It has been pointed out that a movement-based registration 
(MBR) method may be the most practical for location 
registration, since it is effective and easily implemented in the 
mobile and in the current mobile cellular network [6]–[9]; 
many studies on the MBR method have been performed [6]–
[15]. In the MBR method, each mobile has a counter, whose 
value is compared with a movement threshold, M, to perform a 
location registration. A mobile registers its location whenever 
the number of cells it enters reaches the threshold M. In the 
MBR method, however, a mobile increases its counter value 
even when it reenters a cell already visited, which causes 
frequent location registrations compared to other location 
registration methods [6]–[7].  

To solve this problem, a location-based registration (LR) 
method [9] and an enhanced LR (ELR) method [10] were 
proposed. For the present study, we consider the ELR method, 
which is superior to the LR method. Even though the number 
of location registrations of the ELR method is less than or 
equal to that of the LR method, there is still a lot of room for 
performance improvement in the ELR method. 

We now propose an improved ELR (iELR) method. The 
performance of the ELR method can be improved considerably 
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if whenever a mobile enters a cell it updates the main counter 
and the cell counter values as much as possible for fewer future 
registrations. We have shown through various numerical results 
that our proposed iELR method provides better performance 
than the ELR method. 

II. LR and ELR Methods 

In this section, we briefly describe the LR and ELR methods, 
and explain the basic ideas for decreasing the location 
registration cost of the ELR method.  

1. LR Method  

In the LR method, each mobile maintains a counter, C, and a 
list of tuples, (Ii, Ci), where Ii is the identifier (ID) of cell i, and 
Ci is the value of the counter immediately after the mobile 
enters cell i. The cells within the list are arranged in increasing 
order of Ci. 

When a mobile enters a cell that is already in the list, its 
counter value is newly assigned with the value Ci, and all cells 
following cell i are removed from the list. The LR method 
always outperforms the MBR method [9]. An example is 
shown in Fig. 1. 
<The LR method> 

When the mobile enters cell i, the rules to store cell i in the 
list and update the counter are as follows: 
1) If cell i is not in the list, then counter C is increased by one.  

(a) If C is equal to the movement threshold M, then a 
location registration is triggered and the list is initiated 
with cell i.  

(b) Otherwise, Ci = C, and pair (Ii, Ci) is added to the list. 
2) If cell i is already in the list, then C = Ci, and all cells 

following cell i in the list are removed from the list. 
Note that the memory size required in this method depends 

on the value of M. Because the maximum required size of the 
list is M, the memory size to store the list in the mobile is M 
times the size of a tuple. 

2. ELR Method 

The performance of the LR method can be enhanced 
considerably if, even when the mobile entering a cell finds that 
the cell is already in the list and then updates its main counter, 
the mobile does not remove any cells from the list as far as 
memory space permits.  

In the ELR method, each mobile has a main counter C and a 
list of (Ii, Ci), where Ii is the ID of cell i and Ci is the cell counter 
value of cell i, which is defined as the value of the main counter 
immediately after the mobile’s most recent visit to cell i. It is 

assumed that the mobile stores the cells to the list in the visiting 
order of the mobile. A flow chart is shown in Fig. 2. 
<The ELR method> 

When the mobile visits cell i, it decides whether it updates 
the list and the main counter as follows: 
1) If cell i is not in the list, then the main counter C is increased 

by one, and the following cases are considered: 
(a) If C = M, then the mobile registers its location. The main 

counter is reset (C = 0), and the list is also reset only 
with cell i. 

(b) If C < M, then the following two cases are considered: 
 If the memory has a vacant space, then Ci = C, and the 

mobile adds (Ii, Ci) to the list. 
Otherwise, then Ci = C. The mobile deletes the oldest 

cell j in the list, and adds (Ii, Ci) to the list. 
2) If cell i is already in the list, then the following cases are 

considered:  
(a) If Ci < C, then C = Ci.  
(b) If Ci > C, then counter C is increased by one, and the 

following cases are considered: 
 If C = M, then the mobile registers its location. The 

main counter is reset (C = 0), and the list is also reset 
only with cell i. 

 If C < M, then Ci = C, and the mobile updates pair (Ii, 
Ci) in the list. 

Note that, as shown in 2) (a), the mobile does not delete any 
cells in the list so long as memory space allows, which differs 
from the LR method. Also note that, as described in 2) (b),   
Ci ≥ C is possible in the ELR method because the memory 
may store more than M cells. Also note that after a mobile 
registers its location, its list is initiated. In other words, in the 
ELR method, when a location registration is performed, all 
cells except the current cell are deleted in the list. 

3. Motivation 

It is desirable to keep each mobile’s list and main counter 
updated as much as possible. In the ELR method, even though 
the number of location registrations of the ELR method is 
always less than or equal to that of the LR method, there is a lot 
of room for performance improvement. 

The performance of the ELR method can be improved 
considerably, when a mobile reenters a cell whose cell counter 
value is less than the main counter value, or when a mobile 
enters a cell to register its location, if it has enough memory 
space to keep previously visited cells and then updates the main 
counter and the cell counter values of its list as much as possible. 

A. Case 1: When Mobile Enters Cell to Register its Location 

In the ELR method, when a mobile registers its location, it 
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Fig. 1. Example path of mobile (M = 4): (a) ELR method and (b) iELR method. 
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Fig. 2. Flow chart of ELR method. 
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resets its list. However, when a mobile registers its location, if it 
does not reset the list but keeps previously visited cells and then 
updates the list’s cell counters values as much as possible, then 
it is possible to ultimately reduce the number of location 
registrations of the ELR method. 

For example, in Fig. 1, consider the path where the mobile 
enters cell D (the 4th cell entrance) through cells B and C. In 
this case, if the ELR method is adopted, then the mobile 
entering cell D registers its location and resets the list to only 
have cell D (CD = 0). However, note that when the mobile 
registers its location in cell D, if it does not reset the list but 
keeps previously visited cells and then updates the cell counter 
(CC = 1, CB = 2, …) as much as possible (refer to No. 4 of the 

iELR method in Table 1 and No. 4 of the iELR method in 
Table 2), then it is possible from time to time to reduce the 
main counter value of the mobile and to ultimately reduce the 
number of location registrations of the ELR method.  

For example, in Fig. 1, the main counter value of the mobile 
reentering cell C (the 8th cell entrance) becomes 1. As a result, 
it does not perform the location registration that would be 
performed with the ELR method (refer to No. 8 of the iELR 
method in Table 1 and No. 8 of the iELR method in Table 2). 

B. Case 2: When Mobile Reenters Cell Whose Cell Counter 
Value is Less Than Main Counter Value 

In addition, when a mobile reenters a cell whose cell counter 
value is less than the main counter value, it can sequentially 
update the cell counter values of other cells in the list. Note 
especially that if a mobile reenters cells whose cell counters are 
updated, then it is possible for the mobile to reduce its main 
counter value.  

For example, in Fig. 1, consider the case that the mobile 
reenters cell C (the 8th cell entrance) through cells F and G. In 
the ELR method, the mobile does not delete cell F and cell G 
in the list, but it keeps them and their cell counter values (CF = 
2 and CG = 3). Even in this case, the mobile can update the cell 
counter of cell G with CG = 2, since it knows that CC = 1 and 
cell G is the neighboring cell of cell C (refer to the 8th cell 
entrance in Fig. 1(b) and No. 8 of the iELR method in Table 1). 
Note that if the mobile reenters cell G, then it is possible for  
the mobile to reduce its main counter value. As a result, it 
ultimately decreases the number of location registrations. 

Overall, when the mobile enters a cell then by updating the 
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Table 1. Lists and variables of two methods for Fig. 1. 

ELR scheme iELR (3M) scheme 
No. 

Tuples C L N S Tuples C L N S 

O A     O A               
1 

0 1     
1 1 1 0 

0 1               
1 1 1 0

O A B   O A B             
2 

0 1 2  
2 2 2 0 

0 1 2             
2 2 2 0

O A B C O A B C           
3 

0 1 2 3 
3 3 3 0 

0 1 2 3           
3 3 3 0

D    O A B C D         
4 

0    
0 4 4 0 

4 3 2 1 0         
0 4 4 0

D E   O A B C D E       
5 

0 1   
1 5 5 0 

4 3 2 1 0 1       
1 5 5 0

D E F  O A B C D E F     
6 

0 1 2 3 
2 6 6 0 

4 3 2 1 0 1 2     
2 6 6 0

D E F G O A B C D E F G   
7 

0 1 2 3 
3 7 7 0 

4 3 2 1 0 1 2 3   
3 7 7 0

C    O A B C D E F G C 
8 

0    
0 8 8 0 

4 3 2 1 0 1 2 2 1 
1 7 8 1

 

 
main counter and the cell counter values of other cells in the list 
as much as possible, it is possible for the mobile to reduce its 
main counter value and thereby ultimately reduce the number 
of location registrations. 

In summary, the performance of the ELR method can be 
improved considerably, especially when a mobile reenters a 
cell whose cell counter value is less than the main counter 
value, or when a mobile enters a cell to register its location, if 
the mobile has enough memory space to keep previously 
visited cells listed and updates the cell counter values of the list 
and main counter as much as possible. 

Henceforth, our improved ELR method is called the iELR 
method. Note that the iELR method uses the same memory 
space as the ELR method. Furthermore, considering the very 
low price of memory in the market, it is not economically 
difficult to extend memory space in both methods.  

It is obvious that the iELR method needs more processing  
to update the cell counters compared to the ELR method. 
However, if we use Dijkstra’s algorithms, then it is possible to 
update the cell counters with O(M 2) running time on a mobile 
having cM (c = 2, 3) cells in the list, as shown in Section III.  

III. iELR Method 

In the iELR method, in a similar manner to the ELR method,  

 
each mobile has a main counter and a list of tuples (Ii, Ci). The 
ID of cell i is denoted by Ii, and Ci is the cell counter value of 
cell i, which is defined as the value of the main counter right 
after the mobile enters cell i. In general, since the maximum 
size of the list is greater than M, the rules for removal of cells 
and for updating cell counter values of kept cells in the list are 
different from those of the ELR method. The mobile stores the 
cells to the list in the visiting order of the mobile; that is, the 
order of the cells in the list signifies the mobile’s visiting order 
for the cells. The iELR method operates as follows (a flow 
chart of its operations is shown in Fig. 3): 
<The iELR method> 

When the mobile enters cell i, it decides whether to update 
the list and the main counter as follows: 
1) If cell i is not in the list, then the main counter, C, is 

increased by one, and the following cases are considered: 
(a) If C = M, then the mobile registers its location (C = Ci = 

0), adds pair (Ii, Ci) to the list, and updates the list by the 
rule of update.  

(b) If C < M, then Ci = C, and the mobile adds pair (Ii, Ci) to 
the list.  

2) If cell i is in the list, then the following cases are considered:  
(a) If Ci < C, then C = Ci, and the mobile adds pair (Ii, Ci) to 

the list and updates the list by the rule of update. 
(b) If Ci > C, then the main counter, C, is increased by one, 
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Fig. 3. Flow chart of iELR method. 
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and the following cases are considered: 
(i) If C = M, then the mobile registers its location (C = Ci 

= 0), adds pair (Ii, Ci) to the list, and updates the list by 
the rule of update. 

(ii) If C < M, then Ci = C, and the mobile adds pair (Ii, Ci) 
to the list and updates the list by the rule of update. 

Note that, as is shown in 1)(a) and 1)(b), a check must be 
made to see whether the memory has vacant space before 
adding (Ii, Ci) to the list. If the memory has no vacant space, 
then the mobile should delete the oldest cell in the list to secure 
vacant space for (Ii, Ci). 

Also note that, as is shown in 1)(a) and 2)(b)(i), even when 
the mobile registers its location, it does not delete any cells in 
the list but updates all cells in the list by the rule of update, 
which differs from the ELR method.  

Finally note that, as shown in 1)(a), 2)(a), and 2)(b), every 
time a mobile enters a cell, it updates the list as much as 
possible, which is significantly different from the ELR 
method. 
<The rule of update > 

When a mobile enters a cell, it should update the cell counter 
values in the list as follows: 
1) When a mobile enters a cell to register its location (in other 

words, C = M), Algorithm 1 of Section III-3 is applied to 
update the cell counter values of the list.  

2) When a mobile reenters a cell whose cell counter value is 

less than the main counter value (in other words, C < M), 
Algorithm 2 of Section III-3 is applied to update the cell 
counter values in the list.  

1. Example (Changes of Counter Values in Fig. 1) 

Now, let us consider Fig. 1 again. Table 1 shows the changes 
of the main counter values and the cell counter values of the list 
for Fig. 1 in the iELR method. An iELR method that can store 
a maximum of n cells is signified by iELR(n).  

In Table 1, the following notations are used for illustrative 
purposes: 
■ C: value of the main counter 
■ N: the number of new cells visited by the mobile that are not 

in the list between two consecutive incoming calls 
■ S: the cumulative reduction of the main counter value 

between two consecutive incoming calls  
■ L: N – S 
From Table 1, we can see that the iELR method provides fewer 
registrations compared to the ELR method.  

As shown in the flow chart of the iELR method, whenever a 
mobile enters a cell, it determines its main counter value and 
then updates the cell counter values of other cells in the list. 
Referring to Table 1, we now explain how to update the cell  
counter values in the list. 

2. Algorithm for Updating Cell Counter Values in List 

In the iELR method, for the purpose of updating cell counter 
values in the list, a mobile maintains a graph in which nodes 
denote cells in the list and links denote that two nodes 
connected by a link are neighboring cells. Whenever a mobile 
enters cell i, it modifies the graph in which node i is connected 
to the last node by a link. The distance on every link is set to  
a value of one, since two nodes connected by a link are 
neighboring cells. 

In this study, let cell j that has the least cell counter value (Cj 

= s) in the graph be a source to obtain the shortest distance 
from a source to each cell. Then, the final updated cell counter 
of each cell can be obtained by adding the cell counter value of 
the source to the shortest distance from the source to each cell. 
Note that, if the graph has node k at which a mobile has most 
recently registered its location (Ck  = 0), then the shortest 
distance from node k to each node is the updated cell counter 
value of each cell. 

Table 2 shows the changes in the graphs for Fig. 1 with the 
iELR method. In the graph of Table 2, a shaded (hatched) node 
indicates that the node has been updated by the rule of update 
just after the mobile enters the current cell to determine its main 
counter. 
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Table 2. Graphs derived from Fig. 1 for iELR (3M) scheme. 

iELR (3M) scheme 
No. Graph 

Tuples C 

… … … … 

O A B C             
3  

0 1 2 3 

O A B C 

 
0 1 2 3             

3 

O A B C D           

4 
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4 3 2 1 0           

0 
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O A B C D E F G     

7 

 

0 

4 3 2 1 
O A B C 

D 

E F 

G 

2 1 

3 

 

4 3 2 1 0 1 2 3     

3 

O A B C D E F G C   

8 

 

0 

4 3 2 1 
O A B C 

D 

E F 
2 1 

2 

G 

 

4 3 2 1 0 1 2 2 1   

1 

: Source node : Update node : Current node  

 
In this study, Dijkstra’s algorithm [16] is applied to obtain the 

shortest distance from a source to each node, whose running 
time is known to be O(n2) on a graph having n nodes. So, when 
a mobile enters a cell, the running time for updating the cell 
counters in the list is O(M 2) on a mobile having cM (c = 2, 3) 
cells in the list. However, in the iELR method, when a mobile 
enters a cell, it is not necessary to calculate all of the shortest 
distances from a source to each node again, since only one 
node and one link is added into the graph. 

In the iELR method, the mobile updates the cell counter 
values of cells connected to cell i first when either (a) a 
mobile reenters cell i whose cell counter value is less than the 
main counter value (for example, No. 8 in Table 2) or (b) it 
enters cell i to register its location (for example, no. 4 in  
Table 2). Among them, if there are cells whose cell counter 
values are updated, then the mobile next updates the cell 
counters of cells connected to those updated cells. Similarly, 
by performing this updating process until there are no updates 
left, all of the updatable cell counters in the list can be 
updated.  

3. Pseudocodes for Two Types of Modified Dijkstra’s 
Algorithm to Update Cell Counter Values 

In the iELR method, the mobile should update the cell 
counter values in the list in either of the following cases: 
1) when it enters cell i to register its location (for example, No. 

4 in Table 2), or 
2) when a mobile reenters cell i whose cell counter value is less 

than the main counter value (for example, No. 8 in Table 2). 
Depending on which case the mobile meets, two different 
modified versions of Dijkstra’s algorithm are applied to update 
the cell counter values in the list. 

In the case of 1) above, Algorithm 1 is applied to update the 
cell counter values in the list. In this case, the cell counter value 
of every cell in the list must be checked to be updated. 
 

Algorithm 1. Modified Dijkstra’s algorithm for a mobile that enters 
a cell to register its location. 
1 function Dijkstra_iELR_register(Graph, source): 
2   dist[source] := 0     // Distance to source 
3   for each node v in Graph:   // Initialize 
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4    if v ≠ source 
5      dist[v] := infinity    // Unknown distance to v 
6    end if  
7    add v to Q    // All nodes in the node set Q (unvisited nodes)
8   end for 
9   while Q is not empty:   // Find the shortest path 
10    u := node in Q with min dist[u] // u has the least distance in Q 
11    delete u from Q  
12    for each neighbor v of u:  // Search for each neighbor v of u
13      alt := dist[u] + 1   // Distance to v if it goes through u 
14      if alt < dist[v]:    // A shorter path to v is found 
15        dist[v] := alt   // Distance to v is replaced 
16      end if 
17    end for 
18  end while 
19  return dist[ ] 
20 end function 

 
In Algorithm 1, the code “u := node in Q with min dist[u]” 

(line 10) searches for a node “u” that has the least distance in 
the node set “Q.” In the code “alt := dist[u] + 1” (line 13), “1” 
is the distance between two neighboring nodes. The variable 
“alt” (line 14) is the distance from the source node to the node 
v, if it goes through u. If this path is shorter than the current 
path, then this “alt” path replaces the current shortest path.  

In the case of 2) above, Algorithm 2 is applied to update  
the cell counter values in the list. In this case, only those cells 
whose cell counter values are greater than d may be updated, 
where d is the cell counter value of the reentered cell i. 

Algorithm 2. Modified Dijkstra’s algorithm for the mobile that 
enters a cell in the list. 
1 function Dijkstra_iELR_reenter(Graph, reenternode): 
2   d := dist[reenternode]    // Distance to reenternode 
3   for each node v in Graph:   // Initialize 
4    if dist[v] > d: 
5      add v to Q         // Updatable nodes in the node set Q 
6    end if  
7   end for 
8   add reenternode to Q 
9 Same procedure of line 9–19 of Algorithm 1 
10 end function 

In Algorithm 2, the code “dist[v] > d:” (line 4) searches for a 
node v that has a distance larger than d since its distance may 
be updated if it goes through “reenternode.” 

It is an interesting topic to improve the algorithm for 
updating the cell counter values, but we retain this for further 
study since it is not the core aim of this paper. 

IV. Performance of iELR Method 

In this section, it will be shown that the location registration 

cost of the iELR method is less than or equal to that of the ELR 
method. We obtained and compared the location registration 
costs of two methods on radio channels. It is assumed that the 
processing cost for updating cell counter values is so low as to 
be ignored. 

Let us introduce several random variables again to obtain an 
analytical expression for the location registration cost and to 
compare the location registration costs of two methods. These 
are as follows: 
■ K: the number of visited cells between two consecutive 

incoming calls 
■ NX: the number of new cells visited by the mobile that are not 

in the list of the X method between two consecutive 
incoming calls 

■ SX: the cumulative reduction of the main counter value of the 
X method between two consecutive incoming calls  

■ LX: NX – SX 
Then, the following property can be obtained. 
Property. NELR > NiELR, SELR < SiELR, and LELR > LiELR for the 
cells visited by the mobile between two consecutive incoming 
calls. 

Let us consider these random variables for Fig. 1. Note again 
that Table 1 shows the values of random variables for Fig. 1. 
We can then obtain the location registration costs between two 
consecutive incoming calls as follows: 

( 1) 1
ELR

ELR
1

( 1) 1
iELR

iELR
1

( ) Pr[ | ] ,

( ) Pr[ | ]. 

i M

U
i k iM l iM

i M

U
i k iM l iM

C U i k L l K k

C U i k L l K k





  

  
  

  

  

  

  

  
 

In the above, U is the unit cost for one location registration and 
α(k) is the probability that a mobile crosses k cell boundaries 
between two consecutive incoming calls [6]–[10]. To get the 
value of Pr[ | ]L K  in the above equations, we used computer 
simulations since this calculation is so complicated. As a final 
result for the performance comparison, the following corollary 
can be obtained. 
Corollary. For the cells visited by the mobile between     
two consecutive incoming calls, the number of location 
registrations of the iELR method is less than or equal to that of 
the ELR method. In other words, 

( 1) 1
iELR

iELR
1

( 1) 1
ELR

ELR
1

( ) Pr[ | ] 

( ) Pr[ | ] .

i M

U
i k iM l iM

i M

U
i k iM l iM

C U i k L l K k

U i k L l K k C





  

  
  

  

  

   

  

  
 

Finally, letting CP be the paging cost between two 
consecutive incoming calls, we can obtain the total signaling 
cost between two consecutive incoming calls, CT, for location 
registration and paging as in the following: 
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T P [1 3 ( 1)].U UC C C C V M M       

In the above, V is the unit cost for paging one cell, and [1 + 3M 
(M – 1)] is the total number of hexagonal cells in a location 
area. Also note that, in this study, simultaneous paging is 
assumed when an incoming call arrives [8], [10], [12]. 

V. Numerical Results  

In this study, we assume a random walk mobility model in a 
hexagonal cell configuration [6]–[9]. We also assume that the 
incoming call arrivals and the cell residence time follow a 
Poisson process with λc and an exponential distribution with λm, 
respectively. We obtained the numerical results, assuming the 
following environments [6]–[7]: λc = 1, λm = 4, U = 10, V = 1. 

Figure 4 shows the location registration costs of the two 
methods between two consecutive incoming calls for various 
thresholds, assuming that the call-to-mobility ratio (CMR) is 
1/4. As the CMR is defined as λc/λm, less CMR means higher 
mobility of the mobile. For example, CMR = 1/4 means that a 
mobile enters four cells between two consecutive incoming 
calls. From the figure, it can be seen that the registration cost of 
the iELR method is always less than or equal to that of the 
ELR method. It can also be observed that iELR(3M) has     
a lower location registration cost than iELR(2M), but the 
difference is small. 

Figure 5 shows the location registration cost of the 
iELR(2M) method for various CMRs. We consider three cases 
of CMR — 1/2, 1/4, and 1/10. The location registration cost for 
CMR = 1/10 can be seen in Fig. 6. From Figs. 5 and 6, it can 
be seen that, regardless of the CMR values, the iELR method 
shows a significant cost reduction compared to the ELR 
method. It can also be observed that, as the threshold increases, 
the location registration cost decreases but the reduction ratio 
(ELR-iELR)/ELR increases.  

Figure 6 shows the total signaling cost of the two methods 
for various thresholds, given CMR = 1/10. From Fig. 6, it can 
be seen that both of the methods have the least total signaling 
cost when threshold M = 3, and that the total signaling cost of 
the iELR method is reduced by about 4.0% (and registration 
cost is reduced by about 7.6%) compared to the ELR method. 
It can also be observed that for the optimal threshold, M* = 3, 
the total signaling cost of the iELR method is reduced by about 
6.4% (and registration cost is reduced by about 12.0%) 
compared to the original LR method. A more distinct cost 
reduction is possible in the iELR method, as the CMR 
decreases, since a low CMR means high mobility and leads to 
many registrations. 

In conclusion, in view of the various numerical results, our 
proposed iELR method provides better performance compared 

 

Fig. 4. Location registration costs of two methods (CMR = 1/4).
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Fig. 5. Location registration costs for various CMRs. 
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Fig. 6. Total signaling costs for two methods (CMR = 1/10). 
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to the ELR method in every case. 

VI. Conclusion 

In our study, we considered an enhanced location-based 
location registration (ELR) method [10]. We proposed an 
improved version of the ELR method with which a mobile 
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does not delete previously visited cells from the list but keeps 
them in memory as space permits. And whenever a mobile 
enters a cell, it updates the main counter and the cell counter 
values of its list as much as possible so as to minimize the 
number of future registrations. The performances of two 
methods were analyzed and compared through computer 
simulations by a random walk mobility model in a hexagonal 
cell configuration. The results of the simulations for various 
circumstances showed that our proposed iELR method is 
always superior to the ELR method. These results can be used 
to select and operate an appropriate registration method based 
on network conditions.  
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